
 

  

Abstract— Recycling plastics has become increasingly 

prevalent in recent years. Recycling reduces plastic waste 

through the reuse of materials as opposed to their disposal. 

Additionally, this method aids in the reduction of pollution 

caused by the emission of greenhouse gases during the 

production of new plastic from basic materials. The initial 

phase of the plastic waste recycling procedure involves sorting 

plastic to various types of material. Accurately identifying the 

type of plastic is exceptionally beneficial for developing sifting 

systems in the recycling industry. This study aimed to test how 

well multinomial logistic regression with k-fold cross-validation 

can determine the difference among varying types of plastic. 

This method is a frequently employed statistical learning 

technique due to its generally satisfactory performance 

compared with alternative methods. Results showed that 

multinomial logistic regression performed well in identifying 

the type of plastic in all performance metrics. The performance 

average measures of five folds were 86.08% accuracy, 79.11% 

recall-µ, 79.08% recall-M, 89.56% specificity-µ and 89.59% 

specificity-M. 

 
Index Terms— Plastic type, classification method, k-fold 

cross-validation, classification. 

 

I. INTRODUCTION 

LASTIC, an inorganic substance, is extensively utilised 

globally, particularly in nations undergoing substantial 

economic expansion [1]. Annual plastic production has 

increased by over two-thirds worldwide, from 234 million 

 
Manuscript received September 23, 2024; revised February 11, 2025.  

This work was supported by Universitas Sriwijaya. 
Irsyadi Yani is a lecturer in the Department of Mechanical Engineering, 

Faculty of Engineering, Universitas Sriwijaya, Indralaya 30662, South 

Sumatera, Indonesia (corresponding author to provide e-mail: 

irsyadiyani@ft.unsri.ac.id). 

Ismail Thamrin is a lecturer in the Department of Mechanical 

Engineering, Faculty of Engineering, Universitas Sriwijaya, Indralaya 
30662, South Sumatera, Indonesia (e-mail: ismailthamrin@ft.unsri.ac.id). 

Dewi Puspitasari is a lecturer in the Department of Mechanical 

Engineering, Faculty of Engineering, Universitas Sriwijaya, Indralaya 
30662, South Sumatera, Indonesia (e-mail: dewipuspitasari@unsri.ac.id). 

Barlin is a lecturer in the Department of Mechanical Engineering, 

Faculty of Engineering, Universitas Sriwijaya, Indralaya 30662, South 
Sumatera, Indonesia (e-mail: barlin@ft.unsri.ac.id). 

Yulia Resti is a lecturer in the Department of Mathematic, Faculty of 

Math and Natural Science, Universitas Sriwijaya, Indralaya 30662, South 
Sumatera, Indonesia (e-mail: yulia_resti@mipa.unsri.ac.id). 

Dendy Adanta is a lecturer in the Department of Mechanical 

Engineering, Faculty of Engineering, Universitas Sriwijaya, Indralaya 
30662, South Sumatera, Indonesia (e-mail: dendyadanta@ymail.com). 

tons (Mt) in 2000 to 460 Mt in 2019. Since 2000, plastic 

waste has increased by more than twofold, from 156 Mt to 

353 Mt in 2019 [2]. One of the most significant problems 

the world is currently experiencing is plastic waste, which 

has far-reaching effects. It can harm species, disrupt 

ecosystems and hurt human health [3]. 

When considering reducing and managing plastic waste, 

recycling has emerged as a viable alternative to landfills and 

incineration [4]. Material type separation is a critical initial 

procedure within the plastic recycling industry. Inadequate 

classification practices may lead to cross-contamination 

among different types of plastic, resulting in escalated 

operational costs for an industrial facility [5]. As mentioned 

previously, the procedure often faces challenges in 

differentiating among varying types of plastic [6]. The 

capacity to precisely predict the nature of plastic is 

exceedingly advantageous in the context of sorting system 

advancements within the recycling sector. Given that sorting 

plastic by hand is inefficient, automatic sorting has become 

a possible solution [7]. Applying machine learning 

techniques to a digital image as a dataset can create an 

economical automated plastic sorting system [8]. 

The use of digital images for object classification or 

identification has been prevalent in the last decade because 

of their low cost [9], especially those transformed into red, 

green and blue (RGB) colour space models [10]. Digital 

image-based object classification has demonstrated 

satisfactory performance in numerous applications, 

including weed damage [11], histopathology medical 

records [12], plant disease and pest [13], [14], [15], [16], 

[17], [18], land cover and land use [19], [20] and privacy-

preserving images [21]. Researchers have applied several 

statistical machine learning methods, including multinomial 

naive Bayes [22], decision trees [23], Fisher discriminant 

analysis [8] and artificial neural network backpropagation 

[24], to classify plastic types based on digital images. We 

need to conduct further in-depth exploration to identify the 

optimal plastic-type classification method. 

Logistic regression can be employed to organise data in 

machine learning. It works well in many situations, such as 

auto insurance portfolios [25], medical records [26], 

identifying patients with COVID-19 [27], classifying corn 

diseases and pests [28], sorting new-born weights [29], 

industrial tomography [30], determining if someone has 

diabetes mellitus [31] and sorting different kinds of trash 
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[32]. This method assumes that the objective variable has a 

Bernoulli distribution, and the predicted value is a 

probability. Consequently, the results are simple to interpret. 

This method allows us to determine the probability that an 

observation belongs to a particular category (class) of the 

target variable [25]. Multinomial logistic regression is 

unique in that it is applicable to more than two classes [33]. 

Logistic regression or multinomial logistic regression does 

not consistently perform well in various classification or 

identification tasks, but it often achieves accuracy beyond 

90%. To evaluate the validity of model performance, one 

can employ the sideways method. A resampling method 

with minimal bias is k-fold cross-validation with k=5 [34]. 

This resampling method is recommended as a result of the 

enhanced accuracy of the derived classification 

performance, which is determined as the mean of the k 

datasets that are generated [35]. The goal of this study is to 

test how well k-fold cross-validation method with k=5 and 

multinomial logistic regression on digital images can 

classify the type of plastic.  

 

II. METHODOLOGY 

The following procedures were used to predict the type of 

plastic based on a digital image, using resampling k-fold 

cross-validation with k=5, in conjunction with multinomial 

logistic regression. 

1) Pre-processing the digital image. The initial step in this 

phase comprised two operations: cropping the image 

and extracting the RGB colour characteristics, including 

entropy and variance. 

2) We divided the data into training and test sets via k-fold 

cross-validation to resample them, as shown in Table 1. 

We partitioned the data into five folds of comparable 

size, designating four for training and one for testing, 

resulting in five distinct data compositions. 

3) The initial (k-1) fold data were modelled by 

multinomial logistic regression, whilst the remaining 

data were tested employing a onefold approach. We 

sampled the specified fold five times and calculated the 

prediction performance as the average of the five 

calculated sizes [34], [35], [36]. 

4) The performance of plastic-type classification was 

assessed based on the confusion matrix [8], [37], [38]. 

Suppose TPj is the true classification of the j-th plastic-

type; TNj is the true classification of not the j-th plastic-

type; FPj is the false classification of the j-tj plastic-

type, where it is not the j-th plastic-type but is classified 

as the j-th plastic-type; and FNj is the false 

classification of the j-th for j=1, as shown in Table 1. 

For the j-th plastic-type, j=1,2,3 for TPj, FPj, TBj, and 

FNj counts, respectively.  

Performance measures accuracy, recall-micro (µ), recall-

macro (M), specificity-micro (µ) and specificity-macro (M). 

The performance measurements specified in (1)–(5) pertain 

to the first plastic type; in the same manner as other types. 
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The greater the values of these metrics, the superior the 

classification performance of the classification method. 

Let Y be a multinomial distributed random variable with 

parameter (j, π), where j is several trials, and π is the 

probability of each trial. Variable Y takes a particular value 

y=(y1,y2,…,yj). The y has a probability density function: 

 

 
(6) 

 

For modelling the classification of the plastic type via 

multinomial logistic regression, let the predictor variable be 

X with the number of p, and the target variable with a 

multinomial distribution with j category is as follows: 

 

  1 if plastic type is PET with probability π1 (x) 

Y = 2 if plastic type is HDPE with probability π2 (x) 

  3 if plastic type is PP with probability π3 (x) 

 

The probability πj(x)=P(y=j|x), j=1,2,3 and . 

Let the last category be the reference in the model, where 

probability πj(x) for each j with logit function 

can be defined as 
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The parameter β in the logit function can be estimated 

using maximum likelihood estimation and Newton–

Raphson. For this research, the likelihood function derived 

from observations under the assumption of independence 

between each pair of observations can be written as follows: 
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TABLE I 
K-FOLD CROSS-VALIDATION RESAMPLING TECHNIQUE FOR K=5 

Composition 

Fold 

1 2 3 4 5 

1      

2      

3      

4      

5      

modeling, testing 

 
TABLE II 

CONFUSION MATRIX FOR PLASTIC-TYPE,  J = 1 

 j 

Actual 

1 2 3 

Classification 

1 True-Positive (TP) False-Negative (FN) False-Negative (FN) 

2 False-Positive (FP) True-Negative (TN) True-Negative (TN) 

3 False-Positive (FP) True-Negative (TN) True-Negative (TN) 

 
TABLE III 

RESEARCH DATA 

Type 

Predictor Variable 

Red Green Blue Entropy Variance 

(X1) (X2) (X3) (X4) (X5) 

min mean max min mean max min mean max min mean max min mean max 

PET 0 0.45 0.99 0.13 0.49 1 0.12 0.56 0.99 0.03 0.76 0.95 0 0.14 0.98 
HDPE 0 0.90 1 0 0.93 1 0.03 0.91 1 0 0.24 0.99 0 0.85 1 

PP 0.01 0.58 1 0.11 0.60 1 0 0.61 1 0.19 0.63 1 0 0.21 0.87 

 
TABLE IV 

UNITS FOR MAGNETIC PROPERTIES 

Data Resampling 

Testing 

Fold 

1 2 3 4 5 

PET 34 27 26 36 27 

HDPE 29 29 31 27 34 

PP 27 34 33 27 29 

Sum 90 90 90 90 90 

Learning 
Except Fold 

1 2 3 4 5 

PET 116 123 124 114 123 

HDPE 121 121 119 123 116 

PP 123 116 117 123 121 

Sum  360 360 360 360 360 

 
TABLE V 

SIMULTANEOUS TEST 

-2ln(l0) -2ln(lk) G X2
(0.05:10) p-value 

790.78 423.81 366.98 18.31 0.00 
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TABLE VI 
GOODNESS OF FIT TEST 

deviance DF p-value 

423.81 694 1.00 

 
TABLE VII 

PARAMETER ESTIMATION 

Plastic 
type 

 β SE (β) Wald p-value Exp (β) 

PET 

Intercept 2.93 1.23 5.64 0.02  

X1 -5.79 1.41 16.80 0.00 0.00 

X2 -11.62 2.47 22.22 0.00 8.98x10-6 
X3

 -1.08 1.34 0.65 0.42 0.34 

X4 6.12 1.26 23.69 0.00 455.94 

X5 14.77 2.51 34.66 0.00 2.61x106 

HDPE 

Intercept 2.83 1.61 3.07 0.08  

X1 -7.64 2.37 10.42 0.00 0.00 

X2 -17.96 3.60 24.85 0.00 1.58x10-8 
X3 -1.60 1.77 0.82 0.37 0.20 

X4 6.76 1.85 13.40 0.00 860.26 

X5 26.98 3.40 63.13 0.00 5.21x109 

 
TABLE VIII 

THE BEST MODEL OF MULTINOMIAL LOGISTIC REGRESSION 

Plastic type (j) πi (x) 

PET 
exp(2.93-5.79x1-11.62x2+6.12x4+14.77x5 

1+exp(2.93-5.79x1-11.62x2+6.12x4+14.77x5 

HDPE 

exp(2.83-7.64x1-17.96x2+6.76x4+26.98x5 

1+exp(2.83-7.64x1-17.96x2+6.76x4+26.98x5 

 
TABLE IX 

PERFORMANCE COMPARISON OF PLASTIC TYPE CLASSIFICATION 

Research 
Classification 

method 

Measurement 

Accuracy Recall-µ RecallM Specificityµ SpecificityM 

Yani et al., 2021 [8] FDA 87.11 91.67 80.97 90.33 90.38 

Yani & Resti, 2024a [22] MNB 97.34 96.00 96.07 98.00 98.02 

Yani & Resti, 2024b [23] DTID3 82.74 74.11 74.68 87.06 87.22 

Proposed method MLR 86.08 79.11 79.08 89.56 89.59 

 

   
(a) (b) (c) 

 
Fig. 1. Image sample for each plastic type: (a) PET, (b) HDPE, and (c) PP 

 

The parameter β in the logit function can be estimated 

using maximum likelihood estimation and Newton–

Raphson. For this research, the likelihood function derived 

from observations under the assumption of independence 

between each pair of observations can be written as follows: 
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The logarithm of Equation (10) is given in Equation (11): 

 

L(β) = ln[l(β)]  

        (11) 

  

 

The Newton–Raphson method was employed to derive an 

explicit solution for the second differential L(β) to β: 

 

 

(12) 

 

To simultaneously assess the significance of the entire 

impact of the independent variable on the dependent 

variable, we utilised the G test. Let l0 be the likelihood 

without an independent variable, and lk be the likelihood 

with independent variables with k=1,2,…,p. The G test is 

written as 

 

 
(13) 

 

The null hypothesis posits that there is no statistically 

significant independent variable that influences the 

dependent variable (𝛽1 = 𝛽2 =…= 𝛽𝑝=0). By contrast, the 

alternative hypothesis asserts that at least one independent 

variable significantly impacts the dependent variable (at 

least one (βk≠0). Reject criteria for the null hypothesis 

when G>X2
a,df, where the degree of freedom (DF) is the 

number of independent variables. 

is the estimator of βk, and SE ( ) is the standard 

error of  with . The null hypothesis posits 

that there is no partial influence of an independent variable 

on the dependent variable ( ), whereas the alternative 

hypothesis suggests that such a variable exerts a partial 

influence ( ). The null hypothesis is rejected when the 

p-value is less than α, where α represents the significance 

level. To analyse the relationship between a dependent 

variable and an independent variable among individuals, we 

calculated Wald statistics for partial testing, as follows: 

 

 

(14) 

 

For the goodness-of-fit test using deviance, let , 

and j is the number of classes in target variable. The 

deviance is written as 

 

 

(15) 

 

Utilising the null hypothesis as the model is appropriate. 

The criterion by which the null hypothesis is to be rejected 

is deviance>X2(α;(n-p)(r-1)) or p-value<α. 

 

III. RESULT AND DISCUSSION 

The dataset of this research comprised 450 images, with 

150 images allocated to each type of plastic: polyethylene 

terephthalate (PET/PETE), high-density polyethylene 

(HDPE) and polypropylene (PP). These plastic types are 

commonly utilised in society and possess the capacity to 

degrade into waste. Sample images for each plastic type for 

this study are presented in Figure 1. 

The digital image of this dataset was obtained from the 

three different types of plastic and subsequently processed 

into the RGB colour format. Each colour component was 

represented in this format by eight bits, resulting in a scale 

of 28 = 256 or a pixel value range of 0–255. RGB colour 

components, entropy and variance were predictor variable 

values normalised to the interval (0.1). The target variable 

was the plastic type, which was denoted by Y. The predictor 

variables were represented by Xd, d=1,2,…,5. A summary of 

research data for this study is presented in Table 3.  

HDPE had the highest mean across all variables, except 

for the variable where PET had the highest mean. By 

contrast, PET had the lowest mean for all variables, except 

for the variable where HDPE had the highest mean. The 

maximum values for HDPE and PP were greater than PET 

for all variables, except for one variable where PP had the 

lowest maximum value. 

Table 4 details the composition of the training and test 

datasets. The data were divided into five folds of 

comparable size through a random process [34], [35], [36]. 

The test data comprised one fold of the computation for 

each fold, whilst the training data comprised the remaining 

four folds. 

Tables 5–8 present the results of testing, estimation and 

the best model for the first resampling, where fold 1 was test 

data and the remaining folds provided the training data. For 

the other four, resampling was carried out in the same way. 

To determine whether the independent variables 

significantly influence the dependent (target) variable 

concurrently, we performed a simultaneous test, as 

presented in Table 4. If the G value was greater than X2
(0.05:10), 

then the null hypothesis could be rejected. Each image 

characteristic influenced the plastic type. 

As shown in Table 6, the goodness-of-fit test by deviance 

indicated that the null hypothesis could not be rejected 

because the p-value exceeded the predetermined 

significance level. The obtained model could be utilised 

with a confidence level of 95%. 

Table 7 presents the parameter estimation for the initial 

data composition, encompassing the partial test and odds 

ratio. In all datasets, we utilised the PP plastic-type class as 

a reference for modelling purposes. The table indicated that 

all of the image features within each plastic type class 

significantly affected the model, except for the pixel value 

of the blue variable (X3). The relative tendency of 

classifying a digital image as a plastic type of PET 

decreased by 5.79 pixels when the pixel value of red 

(variable X1) increased by one and the pixel values of all 

other variables remained constant. This relationship applied 
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to digital images of plastic types of PET. In the given 

scenario where all other variables remained constant and the 

pixel value of the green (variable X1) in the plastic type of 

PET increased by one, the relative risk or tendency of the 

digital image being classified as belonging to the PET class 

decreased by 11.62 pixels. The significance of the estimated 

parameters of other variables and parameters pertaining to 

other plastic types was determined. 

The odds ratio of the green pixel value (variable  

X2) at 8.98×10-6 in the plastic type of PET indicated that a 

digital image had a smaller tendency at 8.98×10-6 times to be 

classified into the PET type compared with the PP plastic 

type based on the variable. A digital image had a greater 

tendency at 455.94 times to be classified into the PET type 

as compared with the PP type based on entropy (variable 

X4). Likewise, the interpretation of the odds ratio for other 

significant variables and the odds ratio. Table 8 presents the 

optimal model for the initial dataset composition of k-fold 

cross-validation. 

The aggregate performance of the proposed multinomial 

logistic regression classification model using fivefold cross-

validation was equal to the mean performance of the five 

sets of models. Table 9 shows the average performance of 

the proposed model, consisting of accuracy, recall-µ, recall-

M, specificity-µ and specificity-M. 

The proposed model showed that 86.08% of digital 

images of plastic waste were accurately classified across all 

categories of plastic. This model also succeeded in 

classifying the number of observations in a class, which 

effectively comprised the classified class. In particular, 

79.11% pertained to the number of decisions made for each 

object, and 79.08% referred to the average decisions made 

per class. This model exhibited a degree of accuracy in 

classifying a digital image observation that did not 

correspond to the correct type of plastic compared with the 

complete dataset of plastic images that were also incorrect 

types. The number of decisions made for each object and the 

average of decisions made by each class were 89.56% and 

89.59%, respectively.  

Table 9 compares the performance of the model proposed 

in this paper with the performance of other models. All of 

these studies used the fivefold cross-validation technique as 

a resampling technique. 

MNB had the highest performance measure compared 

with the others, whilst the lowest used the DTID3 method. 

However, the accuracy with DTID3 was unsatisfactory [39], 

[40]. The lowest accuracy obtained by the DTID3 method 

[23] was due to the inaccurate transformation of numerical 

variables into categorical variables. The transformation to 

categorical variables in the DT method aimed to improve the 

performance of the classification model. Inappropriate 

interval limits may result in low accuracy. The performance 

of the method proposed in this paper was not the best 

compared with the classification performance using 

statistical methods such as multinomial naïve Bayes [22] 

and Fisher discriminant analysis [8]. Nevertheless, the 

performance of the proposed method was better than that of 

the decision tree method with the ID3 algorithm [23]. 

Further research is needed to achieve enhanced plastic-type 

classification performance. 

 

IV. CONCLUSION 

The cost-effectiveness of digital images has made them 

increasingly popular over the past decade for object 

identification and classification, mainly when converted to 

RGB colour space models. In machine learning, multinomial 

logistic regression is a classification technique that is 

frequently effective in various contexts. Implementing this 

method using the fivefold cross-validation technique to 

classify three plastic types based on digital images 

transformed into RBG colour space models revealed 

satisfactory performance. The performance average 

measures of fivefold cross-validation were 86.08% 

accuracy, 79.11% recall-µ, 79.08% recall-M, 89.56% 

specificity-µ and 89.59% specificity-M. Compared with the 

classification performance achieved with statistical methods 

like multinomial naïve Bayes and Fisher discriminant 

analysis, the performance of the proposed method in this 

paper was not optimal. Nevertheless, the results of this study 

revealed an improvement over the performance achieved 

with the decision tree with the ID3 algorithm. Additional 

research is required to improve the efficacy of plastic-type 

classification. 
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