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Abstract—This work investigates the prescribed finite-time
event-triggered control of uncertain nonlinear systems with full-
state constraints and actuator failures. In order to approximate
the unknown nonlinear dynamic function, the fuzzy logic system
(FLS) is used in this paper. By integrating the backstepping
design framework with Lyapunov stability theory, a novel event-
triggered condition that incorporates a decreasing function of
the system interstate error is proposed. The developed method
not only confines tracking errors within a predetermined
range within the prescribed setting time but also ensures that
all states adhere to their respective constraints. Additionally,
the approach effectively mitigates the impacts of the Zeno
phenomenon and actuator failure. Simulation results on a mass-
spring-damper system demonstrate the efficacy of the proposed
method.

Index Terms—event-triggered control, fault-tolerant control,
prescribed finite time, barrier Lyapunov functions(BLFs), un-
certain nonlinear systems.

I. INTRODUCTION

THE theory of nonlinear systems has shown strong
potential for development in recent decades. Among the

key technical approaches, adaptive backstepping method [1]
emerges as potent analytical tools for dealing with nonlinear
systems featuring a triangular structure. In various studies,
researchers commonly utilized neural networks (NNs) [2]
and FLSs [3] to handle unknown items within a generalized
approximation framework. The utilization of these techniques
facilitates the modeling of uncertain nonlinear functions
in the absence of prior knowledge. In addition, scholars
have explored the application of this technique to various
nonlinear systems, including strict feedback nonlinear sys-
tems [4], pure feedback nonlinear systems [5] and non-strict
feedback nonlinear systems [6]. Specifically, the problem of
adaptive fuzzy ETC for switch systems was focused on in
[7]. FLSs are leveraged to handle unknown dynamic terms,
while BLFs are employed to tackle the challenges posed by
state constraints. In [8], the tracking control problem was
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developed by introducing a log-type time-varying BLF to
prevent violations of the high-order full-state constraint. In
recent years, how to reduce the communication burden in
the information transfer process has become a prominent and
active research issue in the evolving field of control theory.

ETC [9, 10] has gained significant attention from scholars
due to its effectiveness in reducing communication burden
while ensuring accurate trajectory tracking. Three distinct
ETC strategies were delineated in [11]. In [12], an improved
ETC strategy adapted to high order systems with prede-
termined performance was devised. This strategy utilized a
single gain function to eliminate unknown parameters within
the FLSs, resulting in a significant reduction in computation-
al complexity for the proposed scheme. An ETC strategy
incorporating an error decreasing function was proposed
in [13]. Compared to traditional triggering strategies, this
approach effectively reduces the number of event triggering
occurrences, thus diminishing the communication burden.
In addition to reducing the communication burden within a
constrained network channel, ensuring convergence within a
prescribed time is another key issue in practical applications.

In practice, the demand for convergence within a specified
time frame is increasing. Thus, finite/fixed time stability
problems have garnered significant interest, as indicated in
[14, 15]. These approaches have the potential to enhance
convergence speed rates compared to conventional practical
tracking control methods. Fixed-time stability renders the sta-
bilization time irrelevant to its initial conditions but relies on
several design parameters. In pursuit of heightened conver-
gence performance, prescribed-time control has emerged as
a recent and fervently researched topic. This approach allows
for the direct specification of a predetermined convergence
time[16]. In [17], an adaptive controller was formulated
with the objective of driving the system stabilisation within
specified time. Besides, it should be considered that various
faults can occur at any time as the system continues to
operate.

Ensuring that the system maintains the expected control
performance and continues to operate normally in the event
of a failure is the role of fault-tolerant control. In [18], an
adaptive neural containment control approach was applied to
nonlinear multi-agent fault-tolerant control systems. By using
backstepping method, the issue of output stabilization for
multi-input and multi-output NNs with sensor and actuator
faults was addressed in [19]. In [20], extension of problems
with state constraints to non-affine stochastic nonlinear sys-
tems and design of fault-tolerant tracking control schemes.

Motivated by the above considerations, this paper proposes
an adaptive fault-tolerant ETC scheme based on prescribed
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time for nonlinear systems with full-state constraints and
actuator faults. The primary contributions are reflected in the
following:
1) The challenges of synchronous state constraints, actuator
failures and external disturbances in nonlinear systems are
successfully addressed by applying backstepping and BLFs
in this paper. Fault compensation is also implemented to
stabilise the system.
2) A prescribed-time control strategy that allows the stabi-
lization time and tracking accuracy to be adjusted indepen-
dently is considered in this paper. Meanwhile, the settling
time is irrelevant to the initial conditions.
3) A new ETC strategy is proposed, which has fewer
design parameters and can reduce the communication burden
compared with [7] and [13].
These contributions collectively advance the understanding
and application of adaptive event-triggered fault-tolerant con-
trol in challenging nonlinear systems.

II. PROBLEM FORMULATION

Consider the uncertain nonlinear system:
ẋi = xi+1 + fi(xi) + di(t), i = 1, 2, . . . , n− 1,

ẋn =uF + fn(xn) + dn(t),

y =x1

(1)

where xi = [x1, x2, . . . , xi]
T ∈ Ri indicate the state

vectors, and are limited by the predefined set Xi =
{xi ∈ R||xi| < kci}. fi and di(t) denote the unknown s-
mooth functions and disturbances for i = 1, 2, . . . , n, re-
spectively. y is the system output. uF is the control input
with the following fault model:

uF (t) = ρa(t)u(t) + ψ(t) (2)

where ψ(t) means the additive actuator fault, and ρa(t)
denotes the multiplicative actuator fault and adheres to the
condition expressed by 0 < ρa(t) 6 1. When ρa(t) = 1,
ψ(t) = 0, the actuator is functioning properly.

Remark 1. The actuator fault model (2) is widely adopted
in various references [21]. The additive and multiplicative
actuator faults signify the introduction of extra input and
the time-varying gain of the faulty actuator. It is important
to note that this paper does not explore the case involving
matrix ρa(t) = 0, which would lead to an underactuated
system. This topic is beyond the scope of this paper.

Assumption 1 [7]: The reference signal yd and ẏd are
bounded satisfying yd 6 Y1 < kc1 .

Lemma 1 [22]: The prescribed finite-time function Φ(t)
is chosen as:

Φ(t) =

 csch(ν1 ·
Ts

Ts − t
) + ν2, 0 ≤ t < Ts

ν2, t ≥ Ts

(3)

where Ts, ν1 and ν2 are positive constants.
Lemma 2 [13]: For ∀ς ∈ R and κ > 0, one has

0 ≤ |ξ| − ξ tanh

(
ξ

κ

)
≤ 0.2785κ (4)

Next, to give Lemma 3, we present the N fuzzy IF-THEN
rules:

Ri: If x1 is F i
1, and . . . and xn is F i

n, then y is Gi,
i=1,2,. . . ,N.

The FLSs can be written as

y(x) =

∑N
i=1 θi

∏n
j=1 µF i

j
(xj)∑N

i=1

∏n
j=1 µF i

j
(xj)

(5)

choose θi = maxy∈R µGi(y).
The fuzzy basis functions are described by

Si(x) =

∏n
j=1 µF i

j
(xj)∑N

i=1

∏n
j=1 µF i

j
(xj)

. (6)

Then (5) is given as

y(x) = θTS(x) (7)

where θT = [θ1, θ2, . . . , θN ] and S(x) = [S1, S2, . . . , SN ].
Lemma 3 [13]: For a continuous nonlinear function

F (X), it has

sup
X∈Γ

∣∣F (X)−WTS(X)
∣∣ ≤ ε,∀ε > 0 (8)

where W = [w1, w2, . . . , wn]
T is the ideal constant vector

and S(X) is the fuzzy basis function vector.
Lemma 4 [13]: Any |z| < kb, kb is a constant, the

following result holds

log
k2b

k2b − z2
<

z2

k2b − z2
(9)

Remark 2. Lemma 1 is introduced to attain prescribed
finite-time stability. Lemmas 2 and 3 are utilised to address
the unknown nonlinear terms during the control strategy
design process. Lemma 4 plays a crucial role in conducting
the Lyapunov stability analysis. For a detailed exposition of
Lemmas 1-4, please refer to [13, 22] and related literature,
respectively.

III. MAIN RESULTS

This subsection is to design ETC strategy with prescribed
finite-time based on backstepping technique. Subsequently,
the stability analysis is conducted employing the Lyapunov
method.

Define the tracking error as follows

e = x1 − yd (10)

Using Lemma 1, we then obtain

−T1Φ(t) < e(t) < T2Φ(t) (11)

where 0 < T1, T2 < 1.
And

e = Φ(t)Π(π) (12)

where Π(π) is a smooth and strictly increasing function

Π(π) =
T2e

π − T1e
−π

eπ + e−π
(13)

Then

π(t) = Π−1

(
e(t)

Φ(t)

)
=

1

2
ln

(
Π(t) + T1
T2 − Φ(t)

)
(14)
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From (10)-(14), the following change of coordinates is
defined

z1 = π − 1

2
ln
T1
T2

zi = xi − αi−1, i = 2, . . . , n
(15)

where αi−1 is the virtual control.
Step 1: From (10) and (15), one has

ż1 =φ

(
ė− eΦ̇(t)

Φ(t)

)
= φ

(
ẋ1 − ẏd −

eΦ̇(t)

Φ(t)

)

=φ

(
z2 + α1 + f1 + d1 − ẏd −

eΦ̇(t)

Φ(t)

) (16)

where φ = 1
2Φ(t)

(
1

Ξ+T1
+ 1

T2−Ξ

)
.

Consider the BLF as follows

V1 =
1

2
log

k2b1
k2b1 − z21

+
1

2
θ̃21 (17)

where kb1 = kc1 − Y1, z1 ∈ K1 and K1 = {z1||z1| < kb1}.
θ̃1 = θ1 − θ̂1, θ̂1 is the estimation of θ1.

According to (17), taking time derivative of V1, we have

V̇1 6 z1φ

k2b1 − z21

(
z2 + α1 + f1 + d1 − ẏd −

eΦ̇(t)

Φ(t)

)
− θ̃1

˙̂
θ1

(18)
From Lemma 3, one can get

F1(X1) = φ

(
f1 + d1 − ẏd −

eΦ̇(t)

Φ(t)

)
=WT

1 S1(X1) + ε1

(19)

where X1 = [x1, yd, ẏd]
T , |ε1| 6 ϵ1, ϵ1 > 0.

Utilizing Young’s inequality, one obtains

z1F1(X1)

k2b1 − z21
6z

2
1θ1S1(X1)

TS1(X1)

2a21(k
2
b1 − z21)

2
+
a21
2

+
z21

2(k2b1 − z21)
2
+
ϵ21
2

(20)

where θ1 = ||W1||2, and a1 > 0 is a constant.
Combining (18) and (20) yields

V̇1 6 z1
k2b1 − z21

(
φα1 +

z1θ1S1(X1)
TS1(X1)

2a21(k
2
b1 − z21)

+
z1

2(k2b1 − z21)

)
+

φz1z2
k2b1 − z21

+
ϵ21
2

+
a21
2

− θ̃1
˙̂
θ1

(21)

Then, α1 and θ̂1 are constructed as

α1 =− 1

φ

(
c1z1 +

z1θ̂1S1(X1)
TS1(X1)

2a21(k
2
b1 − z21)

+
z1

2(k2b1 − z21)

)
(22)

˙̂
θ1 =− σ1θ̂1 +

z21S1(X1)
TS1(X1)

2a21(k
2
b1 − z21)

2
(23)

where c1 > 0 and σ1 > 0 are the design constants.
Combing (21)-(23), it follows that

V̇1 6 −c1
z21

k2b1 − z21
+

φz1z2
k2b1 − z21

+ σ1θ̃1θ̂1 +
ϵ21
2

+
a21
2

(24)

Employing Young’s inequality gives

σ1θ̃1θ̂1 6 −σ1
2
θ̃21 +

σ1
2
θ21 (25)

And then, (24) can be derived as

V̇1 6 −c1
z21

k2b1 − z21
− σ1

2
θ̃21 +

φz1z2
k2b1 − z21

+m1 (26)

where m1 =
ϵ21
2 +

a2
1

2 + σ1

2 θ
2
1

Step 2: From (15), the time derivative of the error z2 is

ż2 = z3 + α2 + f2 + d2 − α̇1 (27)

where

α̇1 =
∂α1

∂x1
ẋ1 +

∂α1

∂yd
ẏd +

∂α1

∂ẏd
ÿd +

∂α1

∂θ̂1

˙̂
θ1 +

∂α1

∂Φ1
Φ̇

Selecting BLF V2 as

V2 = V1 +
1

2
log

k2b2
k2b2 − z22

+
1

2
θ̃22 (28)

where kb2 = kc2 − Y2, z2 is defined in a set K2 =
{z2||z2| < kb2}, θ̃2 = θ2 − θ̂2, and θ̂2 is the estimation of
θ2.

Then, one obtains

V̇2 6 V̇1 +
z2

k2b2 − z22
(z3 + α2 + f2 + d2 − α̇1)− θ̃2

˙̂
θ2

(29)
Similar to (19), one can get

F2(X2) = f2 + d2 − α̇1 +
φz1(k

2
b2 − z22)

k2b1 − z21
=WT

2 S2(X2) + ε2

(30)

where X2 = [x2, θ̂1, yd, ẏd, ÿd]
T , |ε2| 6 ϵ2, ϵ2 > 0 is a given

accuracy.
Employing Young’s inequality, one has

z2F2(X2)

k2b2 − z22
6 z22θ2S2(X2)

TS2(X2)

2a22(k
2
b2 − z22)

2
+
a22
2

+
z22

2(k2b2 − z22)
2
+
ϵ22
2

(31)

where θ2 = ||W2||2, and a2 > 0 is a constant.
Combining (29) and (31) yields

V̇2 6 V̇1 +
z2

k2b2 − z22

(
α2 +

z2θ2S2(X2)
TS2(X2)

2a22(k
2
b2 − z22)

+
z2

2(k2b2 − z22)

)
+

z2z3
k2b2 − z22

+
ϵ22
2

+
a22
2

− φz1z2
k2b1 − z21

− θ̃2
˙̂
θ2

(32)

Then, α2 and θ̂2 are designed as

α2 = −c2z2 +
z2θ̂2S2(X2)

TS2(X2)

2a22(k
2
b2 − z22)

+
z2

2(k2b2 − z22)
(33)

˙̂
θ2 = −σ2θ̂2 +

z22S2(X2)
TS2(X2)

2a22(k
2
b2 − z22)

2
(34)

where c2 > 0 and σ2 > 0.
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Combinating (32)-(34) produces

V̇2 6 V̇1 − c2
z22

k2b2 − z22
+

z2z3
k2b2 − z22

+ σ2θ̃2θ̂2

+
ϵ22
2

+
a22
2

− φz1z2
k2b1 − z21

(35)

And then, it yields

V̇2 6 −c1
z21

k2b1 − z21
− σ1

2
θ̃21 − c2

z22
k2b2 − z22

− σ2
2
θ̃22

+
z2z3

k2b2 − z22
+m2

(36)

where m2 =
ϵ22
2 +

a2
2

2 + σ2

2 θ
2
2 +m1.

Step i: Noting that zi = xi − αi−1, we obtain

żi = zi+1 + αi + fi + di − α̇i−1 (37)

where α̇i−1 =
i−1∑
j=1

∂αi−1

∂xj
ẋj +

i−1∑
j=0

∂αi−1

∂y
(j)
d

y
(j+1)
d +

i−1∑
j=1

∂αi−1

∂θ̂
(j)
j

˙̂
θj +

i−1∑
j=0

∂αi−1

∂Φ
(j)
j

Φ(j+1).

The BLF Vi is constructed as

Vi = Vi−1 +
1

2
log

k2bi
k2bi − z2i

+
1

2
θ̃2i (38)

where kbi = kci − Yi, zi is defined in a set Ki =
{zi||zi| < kbi}, θ̃i = θi − θ̂i, and θ̂i is the estimation of
θi.

Differentiating Vi gives

V̇i 6 V̇i−1 +
zi

k2bi − z2i
(zi+1 + αi + fi + di − α̇i−1)− θ̃i

˙̂
θi

(39)

From Lemma 3, one can get

Fi(Xi) = fi + di − α̇i−1 +
zi−1(k

2
bi − z2i )

k2bi−1 − z2i−1

=WT
i Si(Xi) + εi

(40)

where Xi = [xi, θ̂1, . . . , θ̂i−1, yd, . . . , y
(i)
d ]T , |εi| 6 ϵi, ϵi >

0 is a given accuracy.
Similar to (31), there has

ziFi(Xi)

k2bi − z2i
6 z2i θiSi(Xi)

TSi(Xi)

2a2i (k
2
bi − z2i )

2
+
a2i
2

+
z2i

2(k2bi − z2i )
2
+
ϵ2i
2

(41)

where θ2 = ||W2||2, and a2 > 0.
Thus, (39) is computed as

V̇i 6 V̇i−1 +
zi

k2bi − z2i

(
αi +

ziθiSi(Xi)
TSi(Xi)

2a2i (k
2
bi − z2i )

+
zi

2(k2bi − z2i )

)
+

zizi+1

k2bi − z2i
+
ϵ2i
2

+
a2i
2

− zi−1zi
k2bi−1 − z2i−1

− θ̃i
˙̂
θi

(42)

Hence, αi and θ̂i are designed as

αi = −cizi +
ziθ̂iSi(Xi)

TSi(Xi)

2a2i (k
2
bi − z2i )

+
zi

2(k2bi − z2i )
(43)

˙̂
θi = −σiθ̂i +

z2i Si(Xi)
TSi(Xi)

2a2i (k
2
bi − z2i )

2
(44)

where ci > 0 and σi > 0.
Putting (43)-(44) into (42) gives

V̇i 6 V̇i−1 − ci
z2i

k2bi − z2i
+

zizi+1

k2bi − z2i
+ σ2θ̃iθ̂i +

ϵ2i
2

+
a2i
2

− zi−1zi
k2bi−1 − z2i−1

(45)

Simplifying (45) yields

V̇i 6 −
i∑

j=1

cj
z2j

k2bj − z2j
−

i∑
j=1

σj
2
θ̃2j +

zizi+1

k2bi − z2i
+mi (46)

where mi =
ϵ2i
2 +

a2
i

2 + σi

2 θ
2
i +mi−1.

Next, the ETC mechanism is established:

ϖ(t) = −(1 + λ1)

(
αn tanh

(
znαn

κ(k2bn − z2n)

)
+

λ2
1− λ1

tanh

(
znλ2

κ(1− λ1)(k2bn − z2n)

)
(47)

+
λ3 sech (

∑n
m=1 |zm|)

1− λ1
tanh

znλ3 sech (
∑n

m=1 |zm|)
κ(1− λ1)(k2bn − z2n)

)
u(t) = ϖ(tk), ∀t ∈ [tk, tk+1),

tk+1 = inf
{
t ∈ R+||eT (t)| ≥ λ1|u(t)|+ λ2

+λ3 sech

(
n∑

m=1

|zm|

)}
(48)

where eT (t) = ϖ(t) − u(t), 0 < λ1 < 1, λ2 > 0, λ3 >
0, κ > 0, and tk(k ∈ N+, t1 = 0) represents the update
time.

Remark 3. In contrast to the methodology presented
in [13], where the adaptive ETC strategy was defined as
a strictly decreasing function involving the control of the
tracking error and the input signal, the designed scheme
does not require the introduction of additional parameters
to prevent singularity. The introduction of the Hyperbolic
Secant function (48) saves communication resources.

Invoking (47), (48) and Lemma 2, one can deduce that:

znρau(t)

k2bn − z2n
6 ρa

(
znαn

k2bn − z2n
−
∣∣∣∣ znλ2
(k2bn − z2n)(1− λ1)

∣∣∣∣
−
∣∣∣∣znλ3 sech (∑n

m=1 zm)

(k2bn − z2n)(1− λ1)

∣∣∣∣+ znλ2
(k2bn − z2n)(1− λ1)

+
znλ3 sech (

∑n
m=1 zm)

(k2bn − z2n)(1− λ1)
+ 0.8355κ

)
6 zn
k2bn − z2n

αn + 0.8355κ

(49)
Step n: Considering zn = xn − αn−1, there has

żn = ρau+ ψ + fn + dn − α̇n−1 (50)
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where α̇n−1 =
n−1∑
j=1

∂αn−1

∂xj
ẋj +

n−1∑
j=0

∂αn−1

∂y
(j)
d

y
(j+1)
d +

n−1∑
j=1

∂αn−1

∂θ̂
(j)
j

˙̂
θj +

n−1∑
j=0

∂αn−1

∂Φ
(j)
j

Φ(j+1).

Structure the ultimate BLF as

Vn = Vn−1 +
1

2
log

k2bn
k2bn − z2n

+
1

2
θ̃2n (51)

where kbn = kcn − Yn, zn ∈ Kn, and Kn =
{zn||zn| < kbn}. θ̃n = θn − θ̂n, and θ̂n is the estimation
of θn.

From (51), one obtains

V̇n 6 V̇n−1 +
zn

k2bn − z2n
(ρau+ ψ + fn + dn − α̇n−1)

− θ̃n
˙̂
θn

(52)
Similar to Step i

Fn(Xn) = ψ + fn + dn − α̇n−1 +
zn−1(k

2
bn − z2n)

k2bn−1 − z2n−1

=WT
n Sn(Xn) + εn

(53)

where Xn = [xn, θ̂n, . . . , θ̂n−1, yd, . . . , y
(n)
d ]T , |εn| 6 ϵn,

ϵn > 0 is a given accuracy.
Similar to (31), it produces

znFn(Xn)

k2bn − z2n
6z

2
nθnSn(Xn)

TSn(Xn)

2a2n(k
2
bn − z2n)

2
+
a2n
2

+
z2n

2(k2bn − z2n)
2
+
ϵ2n
2

(54)

where θn = ||Wn||2, and an > 0.
Using (49), (52) and (54), it holds

V̇n 6 V̇n−1 +
zn

k2bn − z2n
(αn +

znθnSn(Xn)
TSn(Xn)

2a2n(k
2
bn − z2n)

+
zn

2(k2bn − z2n)
) +

ϵ2n
2

+
a2n
2

− zn−1zn
k2bn−1 − z2n−1

− θ̃n
˙̂
θn + 0.8355κ

(55)
Construct αn and θ̂n as

αn = −cnzn +
znθ̂nSn(Xn)

TSn(Xn)

2a2n(k
2
bn − z2n)

+
zn

2(k2bn − z2n)
(56)

˙̂
θn = −σnθ̂n +

z2nSn(Xn)
TSn(Xn)

2a2n(k
2
bn − z2n)

2
(57)

where cn > 0 and σn > 0.
Putting (56)-(57) into (55), one obtains

V̇n 6 −
n∑

j=1

cj
z2j

k2bj − z2j
−

n∑
j=1

σj
2
θ̃2j +mn + 0.8355κ

(58)
where mn =

ϵ2n
2 +

a2
n

2 + σn

2 θ
2
n +mn−1.

From Lemma 4, (58) can be deduce that

V̇n 6 −CVn +M (59)

where C = min {2cj , σj , j = 1, . . . , n} and M =
max {mn + 0.8355κ}.

Through the above design process, we have the following
theorem.

Theorem 1. Considering the plant (1), the design of event-
triggered prescribed time controller (48) can be achieved by
designing the virtual controllers (23), (33), (43) and (56),
as well as the adaptive laws (24), (34), (44) and (57), and
collectively ensures the following:

1) Each signal is constrained within bounds, and the track-
ing error converges to a defined region within a prescribed
time frame. The dimensions of both the small region and the
prescribed time can be tailored by judiciously selecting the
design parameters.

2) All states never cross the defined boundary, namely,
|xi| < kci , i = 1, 2, . . . , n.

3) The triggered interval time tk+1 − tk ≥ t∗, indication
of non-occurrence of Zeno behavior.

Proof : By multiplying eCt both sides of (59), we get

d
(
eCtVn(t)

)
dt

6MeCt (60)

Integrating (60) yields

Vn 6Vn(0)e−Ct +
M

C
(61)

Then, taking (51) and (61), one gets

zi 6
√
2Vn(0)e−Ct +

2M

C
, i = 1, 2, . . . , n. (62)

Followed it, θ̃i is also bounded. From (11)-(13) and Lemma
1, we have −T1Φ(t) < e(t) < T2Φ(t) in the prescribed-time
Ts. Noting that zi < kbi and yd, αi is clearly bounded. Due to
the definition of e, it is true that |x1| < |z1|+|yd| < kb1+Y1.
Since kb1 = kc1−Y1, thus, it has |x1| < kc1 . Further, we can
obtain that α1 is bounded, that is, |α1| < Y2, and combining
x2 = z2 + α1 shows |x2| < kb2 + Y2, then |x2| < kc2.
Similarly, it is easy to verify |xi| < kci, i = 3, . . . , n.

With respect to (48), we then obtain

ėT (t) = ϖ̇(t)− u̇(t) = ϖ̇(t) (63)

using the fact that |ϖ̇(t)| < ϖ∗, and ϖ∗ > 0 is a constant.
Then, we obtain

eT (tk+1)− eT (tk) = ėT (t)(tk+1 − tk) (64)

where t ∈ (tk, tk+1).
Solving for eT (tk) = 0 and limt→tk+1

eT (t) = λ1|u(t)|+
λ3 sech (

∑n
m=1 zm) + λ2 reveal t∗ > λ2

ϖ∗ , hence, the event-
triggered is Zeno-free. The proof is completed.

IV. SIMULATION

To validate the proposed method, A physical example is
given by the following equation [7]

ẋ1 =x2 + d1,

ẋ2 =
1

Mm

(
−k0x1e−x1 − hdx

2
2 + uF

)
+ d2,

y =x1

(65)

where Mm = 1 and hd = 1.1 are the mass of the cart and the
damping factor, respectively. The reference trajectory is yd =
sin(t). d1(t) = 0.1 cos(0.5t) and d2(t) = 0.2 sin(t) represent
bounded external disturbances. The state constraints are
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|x1| < kc1 = 1.6 and |x2| < kc2 = 2+4.8e−t. Furthermore,
we set uF as

uF =

{
u(t), 0 6 t 6 15

ρa(t)u(t) + ψ(t), t > 15
(66)

where ρa(t) = 0.6, ψ(t) = 2 sin(2t).
The control algorithm are designed as

α1 =− 1

φ

(
c1z1 +

z1θ̂1S1(X1)
TS1(X1)

2a21(k
2
b1 − z21)

+
z1

2(k2b1 − z21)

)

α2 =− c2z2 +
z2θ̂2S2(X2)

TS2(X2)

2a22(k
2
b2 − z22)

+
z2

2(k2b2 − z22)

ϖ(t) = −(1 + λ1)

(
αn tanh

(
znαn

κ(k2bn − z2n)

)
+

λ2
1− λ1

tanh

(
znλ2

κ(1− λ1)(k2bn − z2n)

)
+
λ3 sech (

∑n
m=1 zm)

1− λ1
tanh

znλ3 sech (
∑n

m=1 zm)

κ(1− λ1)(k2bn − z2n)

)
˙̂
θ1 =− σ1θ̂1 +

z21S1(X1)
TS1(X1)

2a21(k
2
b1 − z21)

2

˙̂
θ2 =− σ2θ̂2 +

z22S2(X2)
TS2(X2)

2a22(k
2
b2 − z22)

2

(67)
The relevant parameters are chosen as a1 = a2 = 8, c1 = 16,
c2 = 18, σ1 = 8, σ2 = 5, kb1 = 1.6, kb2 = 1.2, λ1 =
0.3, λ2 = 0.6, λ3 = 0.5, and κ = 1.8. The initials are set
as [x1(0), x2(0), θ̂1(0), θ̂2(0)]

T = [−0.5, 0.1, 0.4, 0.3]T . In
addition, the prescribed-time control parameters are set as
Ts = 2, ν1 = 1, ν2 = 0.2, and T1 = T2 = 0.9.

m

Fig. 1. Mass-spring-damper system.

Remark 4. Fig. 3 illustrates the successful implementation
of prescribed-time control. With a specified convergence time
set at 2s, the tracking error not only effectively converges but
also achieves stability within this defined time frame. After
15 seconds, the impact of the actuator fault on the system
becomes apparent, as illustrated in Fig. 6. Remarkably,
despite the fault, Fig. 2 demonstrates that the system output
effectively tracks the reference signal. This shows that our
control scheme is robust against disturbances.

Remark 5. Diverging from the ETC techniques introduced
in [11] and [23], the approach presented in this paper
incorporates a diminishing function to set a more substan-
tial triggering threshold. Comparative simulation results are
outlined in Fig. 8. Furthermore, the designed control scheme
is adept at addressing scenarios involving actuator failure,

0 5 10 15 20 25 30 35 40 45 50
Time / s

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

19.5 20 20.5 21 21.5
0.5

0.75

1

Fig. 2. Trajectories of the desired signal yd, output y, and its
constraint condition.
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Fig. 4. Trajectories of system state x2 and its constraint
condition.
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the continuous control ϖ(t).
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effectively mitigating the impact on the system. Both features
contribute to the heightened practical utility of the proposed
method in industrial control applications.

V. CONCLUSION

The problem of adaptive prescribed-time event-triggered
fault-tolerant control of a special class of nonlinear systems
under actuator failure and full-state constraints is investigated
in this paper. The designed scheme , integrating backstepping
techniques and BLF, introduces an adaptive prescribed-time
ETC mechanism that surpasses conventional ETC methods.
Remarkably, it not only reduces the number of triggering
instances but also significantly shortens the convergence
time. Moreover, this scheme ensures the compliance of all
system states with constraints, maintaining bounded sig-
nals within the system. Additionally, We also demonstrate
that the tracking error converges to the designated region
(−T1Φ(t), T2Φ(t)) within the prescribed time. The future
work aims to extend this approach to more complex output
feedback nonlinear systems.
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