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Abstract—This paper presents an improved time-optimal
trajectory planning algorithm leveraging the White Shark
Optimizer (WSO), specifically designed for 6-degree-of-freedom
(DOF) Supernumerary Robotic Limbs (SRL). This approach
effectively addresses prevalent issues in trajectory planning,
including low efficiency, premature convergence, and unstable
operation. Beginning with an examination of the SRL’s struc-
tural peculiarities, an auxiliary joint is incorporated to rectify
the coordinate offset, facilitating subsequent inverse kinematics
analysis. By utilizing the WSO algorithm, we develop a time-
optimal trajectory optimization method within the joint space of
the SRL. Moreover, to address the continuity challenges in the
terminal movements of the SRL, we introduce a 3-5-3 piecewise
polynomial trajectory planning method that integrates both 3-
degree and 5-degree polynomials. Building on this foundational
work, we present an optimization algorithm rooted in WSO
to identify the most efficient time trajectory optimization
strategy, considering multiple constraints. The effectiveness of
the proposed optimization strategy is demonstrated through
comprehensive co-simulation. A comparative analysis with cur-
rent optimization algorithms highlights the advantages of the
proposed time-optimal trajectory planning algorithm.

Index Terms—Supernumerary Robotic Limbs, trajectory
planning, time optimization algorithm, polynomial interpola-
tion.

I. INTRODUCTION

S labor-centric industries experience progressive trans-

formation and modernization [1], robotic technologies
have expanded across various sectors, including automotive,
electronics, food processing, chemical, and metal manufac-
turing. This growth is attributed to their increased efficiency
and operational stability [2]. In the context of complex and
labor-intensive tasks, Human-Robot Collaboration (HRC)
has emerged as a leading trend within the rapidly evolving
domain of robotics. To bring the concept of HRC to fruition,
researchers and industry leaders worldwide have developed
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a range of collaborative robots, delving into the nuances of
collaborative robot technologies [3]-[5].

Supernumerary Robotic Limbs (SRL), a subset of collab-
orative robots, represent wearable assistive devices designed
to augment human limb functionality. They aim to enhance
human activities, sensory perception, and manual dexterity
[6]-[9]. Due to its outstanding operational efficiency and
tangible economic benefits, SRL has found widespread ap-
plication in defense and military operations, nuclear power
management, medical rehabilitation [10], [11], and disaster
relief and rescue efforts [12], [13]. Trajectory planning is
a cornerstone of robot control research and plays a crucial
role in the overall motion performance of robotic systems.
With the integral human-machine interaction intrinsic in SRL
applications, researchers globally have focused on trajectory
optimization strategies. These efforts aim to enhance SRL’s
adaptability in complex and dynamic work environments
[14]-[16], boost its operational effectiveness, and support
its contribution to achieving operational objectives [17]. The
field of manipulator trajectory planning employs a variety
of methods, dictated by planning spaces, interpolation curve
types, optimization objectives, and algorithmic strategies
[18]. Numerous studies have applied interpolation functions
to improve motion trajectory continuity and smoothness, with
polynomial interpolation [19] and B-spline interpolations
[20]-[22] being notable examples. Lin et al. [23] combined
fifth-order polynomial interpolation, the S-curve velocity pro-
file, and NURBS curve fitting to develop a three-segmented
trajectory planning framework. This integration significantly
enhances motion control precision and planning efficiency
for manipulators. Concurrently, Wang [24] integrated angle
sensors with depth cameras to develop a novel 3-5-7-5-3
multi-segment variable-order interpolation algorithm. This
method is based on end-effector pose correction, enabling
real-time calibration of the manipulator’s terminal position
and reducing trajectory planning errors. Simultaneously,
Wang [25] suggested employing 3-5-3 segmented polyno-
mials for joint trajectory interpolations, combining them
with an enhanced cuckoo search algorithm to achieve time-
optimal trajectory optimization under speed constraints. Lu
and colleagues [26] applied discrete segmented fifth-order
polynomials to interpolate sequences of joint angle position
nodes, transforming the trajectory planning challenge into
a constrained nonlinear multivariate optimization problem.
Chen [27], in his pioneering work, introduced a 5-7-5 seg-
mented polynomial interpolation approach, cleverly merging
the computational simplicity of lower-order functions with
the superior optimization performance of their higher-order
counterparts. This resulted in smoother and more controllable
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trajectories for manipulators.

Time-optimal trajectory planning has recently become a
leading example in the field of single-objective trajectory
optimization techniques, where researchers primarily utilize
swarm intelligence optimization algorithms for enhance-
ments. Wu and his team [28] proposed a robot trajectory
method based on the fruit fly algorithm with a mean learning
strategy. This method incorporates a focus on population
mean learning, balancing the global and local search capabil-
ities of the algorithm and thus improving both robot motion
efficacy and trajectory smoothness. Yu and collaborators
[29] adopted a novel time-optimal methodology that com-
bines second-order continuous polynomial interpolation with
cosine-weighted particle swarm optimization. By considering
both kinematic and dynamic constraints, they achieved an
impressive optimization of motion time for the PUMA 560
serial manipulator. Meanwhile, Zhao et al. [30] introduced a
time-optimal trajectory strategy for manipulators, based on
the multi-population competitive squirrel search algorithm.
Relying on S-shaped curves for time interval estimation, they
employed multi-population competitive iterations across all
individuals of the algorithm to identify the optimal solution.
Li et al. [31] proposed a 3-5-5-3 segmented polynomial
interpolation trajectory planning method, leveraging an im-
proved bat algorithm to demonstrate enhanced convergence
and optimization capabilities. Furthermore, Esfandiar er al.
[32] utilized the harmony search algorithm to navigate the
complexities of path planning for flexible manipulators,
especially under significant deformations.

This paper aims to apply the White Shark Optimization
(WSO) algorithm to 3-5-3 polynomial interpolation trajectory
planning, with the goal of refining trajectories in the joint
space of SRL. Initially, we introduce an auxiliary joint into
the SRL kinematic model to eliminate coordinate offsets.
Subsequently, the 3-5-3 polynomial interpolation technique
interpolates the joint space trajectories. Finally, the WSO
algorithm is used to refine the interpolation time, achieving
trajectory optimization for the SRL. The main contributions
of this article include:

e The development of an auxiliary coordinate system,
based on joint offset, skillfully addressing the complex
issue of inverse kinematics resolution.

o The application of the WSO algorithm to propose a
time-optimal trajectory optimization strategy in the joint
space of the SRL.

o Simulation results demonstrate that the proposed op-
timization strategy delivers both smooth and time-
efficient trajectories for the SRL.

The remainder of this paper is organized as follows: Sec-
tion II provides a detailed examination of the SRL, including
its mathematical model. Section III introduces the proposed
time-optimal trajectory planning for SRL. Section IV brings
to the simulation results, highlighting the efficacy of the
proposed strategy, and the final conclusion with directions
for future research is presented in Section V.

II. PROBLEM FORMULATION AND MODEL DESIGN
A. Problem formulation

The pursuit of time-optimal trajectory planning for SRL
is aimed at enhancing work efficiency through minimizing

the operational duration of the manipulator. This trajectory
approach ensures that the manipulator completes its move-
ments in the most time-efficient manner possible, adhering
to specific trajectory waypoints while complying with estab-
lished kinematic constraints. The objective function for this
study is formulated as follows:

n
F(£) =miny (tj1 +tj2 + t3), (1)
j=0

where ¢4, tj2, t;3 represent the three-segment interpolation
times of the 3-5-3 piecewise interpolation polynomial, re-

spectively.
The constraints relating to the joint angle, angular velocity,
and angular acceleration of the SRL are specified as follows:

|q](t)| < Ajmaxvj = 172a"' 76
|Qj(t)|§ijax,j:1,2,~~,6 ) )
|qj(t)| < ija)uj = 172a"' 76

where g;(t), g;(t), and §;(t) represent the j-th joint an-
gle, angular velocity, and angular acceleration, respectively.
Ajmaxs Vjmax> Wjmax denote the maximum allowable values
set by the manipulator itself, respectively.

B. Model design for SRL

The virtual prototype of the SRL, illustrated in Fig.1,
comprises a foundational backboard and four intricately
designed limbs. The backboard serves as the core of the
system, housing essential devices such as the control module,
power supply, and communication interface, thereby enabling
precise interactions between the limbs and external systems.
The limbs play a pivotal role in the functionality of the SRL,
mirroring the biomechanical versatility inherent in human
anatomy, thus offering both dexterity and mobility. Each
limb features joints powered by cable-driven mechanisms,
allowing for a wide range of movements and postures.

For this study, the emphasis is on trajectory optimization,
abstracting from the specific actuation methods. Here, each
limb is treated as an ideal jointed serial manipulator. With
the limbs’ design being uniform, one limb is selected for in-
depth analysis. This single-limb model, shown in Fig.2(a),
is divided into seven segments: the base, shoulder joint,
upper arm, elbow joint, forearm, wrist joint, and end effector,
featuring six rotational joints. The axes of the second, third,
and fifth joints are parallel, while the others are orthogonal
to these.

Backboard
-

W

3 U/pper limb Ha— Upper limb

Fig. 1.

Virtual prototype of SRL.
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(a) SRL single-limb model (b) SRL coordinate system
Fig. 2. SRL single-limb model and coordinate system.

TABLE 1
SRL MODIFIED D-H PARAMETERS.

T o1 ai—1 d; 0; Range Offset
1 0 0 0.09315 6, [—7r, %] 0

2 -3 0.08300 0 05 [—g, %”] 0

3 0 0.39094 0 0 0 z

4 0 0.02958 0 03 [—%“, %] -z
5 5 0.33481 0.02958 6, [—g, g} 0

6 —3% 0.02400 0 05 [—g, g} -z
7 -z 0 0.06708 605 [-3,%] 0

In consideration of the cable-driven design architecture
of the SRL, the application of the traditional Denavit-
Hartenberg (D-H) parameter method [33] for coordinate
establishment results in offsets between the systems. This
discrepancy arises due to the geometric centers of adjacent
linkages not aligning along a straight trajectory. To overcome
this issue, this paper introduces an auxiliary joint at the third
joint position, further adjusting the first coordinate frame
along its z-axis, thereby rectifying the offset observed in the
Y-axis direction. The added auxiliary joint, labelled as the
third joint, is kept in a fixed position, acting equivalently to
a translational matrix in the calculations. Benefitting from
the incorporating this auxiliary joint, a Modified Denavit-
Hartenberg (M-DH) parameterization technique [34] is em-
ployed to construct the coordinate systems, as depicted in
Fig.2(b). This approach enables a detailed kinematic repre-
sentation of the robotic limb. The modified D-H parameters
are meticulously listed in Table I.

The parameters defining the manipulator’s linkages are
described as follows: the link twist angle « indicates the
angle between the axes of adjacent joints; the link length
a signifies the distance between the two axes, specifically
the length of the common perpendicular line between them:;
the link offset d denotes the distance along the direction of
the shared axis between adjacent links, and the joint angle
0 refers to the rotation angle around the shared axis of the
adjacent links.

The forward kinematics of the SRL is primarily defined by
the following functional form, indicating that the pose of the
end effector is dependent on the joint coordinates. Through
the homogeneous transformations, the resulting expression
is simplified to the sequential product of transformation
matrices, each corresponding to an individual linkage.

{@K@

SNE)
¢~ Tp =T - 3T - 3T - 5T - 5T - 3T - 3T

where £ represents the pose of the end effector, 6 denotes
the joint angles or the position vector of the robotic arm, and
2_1T indicates the homogeneous transformation matrix from
coordinate system {i — 1} to coordinate system {i}.

The inverse kinematics, crucial for the operation of the
SRL, are formulated as follows:

0=K'(¢). 4)

The approach to computing the inverse kinematics of the
SRL is primarily rooted in the analytical approach. A detailed
derivation of these processes is presented in Appendix.

01 = Atan2(A,, By)
02 = Atan2(A27B2)
03 = Atan2(As, Bs)
04 = Atan2(Ay, By)
05 = Atan2(+As, Bs)

06 = Atan2(Ag, Bs) — Atan2(N,++/A2 + BZ — N2)

— Atan2(K, ++/A% + B2 — K?)

— Atan2(L,+/A32 + B2 — L?) )

It is evident that the SRL has eight distinct sets of inverse
solutions refer to (5). The optimal solution should be selected
based on the operational conditions, adhering to the principle
of minimal joint angle variation. Such the inverse kinematic
framework enables the conversion of interpolation points in
the Cartesian space to their equivalent representations in the
joint space.

III. TRAJECTORY PLANNING STRATEGY

This section proposes an optimal trajectory planning strat-
egy for the SRL, aimed at minimizing trajectory time.
This strategy is built on piecewise polynomial interpolation,
enhanced by the WSO algorithm.

A. Polynomial fusion trajectory optimization

Utilizing low-degree interpolation polynomials may result
in abrupt changes in acceleration. These changes have the
potential to damage the manipulator’s delicate components
and reduce its operational efficiency. On the other side, high-
degree interpolation polynomials are prone to the Runge
phenomenon. This effect negatively impacts the quality of
trajectory fitting and increases computational complexity,
thus raising both time and financial costs associated with
the process.

To overcome these challenges, we introduce the 3-5-3
piecewise polynomial interpolation method to the trajectory
planning of the SRL. This method divides the total motion
duration into three segments and establishes four critical
interpolation points, as illustrated in Fig.3. The general
formula representing the position, velocity, and acceleration
characteristics of the 3-5-3 piecewise polynomial is as fol-
lows:

The first segment

3
0j1(t) =3 =0 @j1mt1"

Cubic Polynomial:

éjl(t) = 221:1 majlmtT_l (6)
60(t) =52 _ m(m—1)ajimty >
The second segment Quintic Polynomial:
0j2(t) = 22 =0 Aj2mty’
Oj2(t) = 32,1 majamty ™! (@)

fio(t) =50 _ m(m —1)ajomty >
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Fig. 3. 3-5-3 Segmented polynomial schematic diagram.

The third segment

Cubic Polynomial:

?j3(t) = anzo aj3mts
0y5(t) = Xy majsmty ! ®
0j3(t) = an:2 m(m —1) ajzmty >

Where aji1m, ajom, and a;s,, are the m-th coefficient
of the interpolation function for the first, second, and third
sections of the trajectory for the j-th joint, respectively, and
0;» denotes the polynomial trajectory at the n-th section of
the j-th joint.

The four interpolation points for the joints are designated
as X1, X2, Xj3, and X ;4. During the trajectory planning,
constraints are imposed to ensure the manipulator’s motion
trajectory remains continuous at these points. Typically, the
initial (starting) and final (ending) interpolation points are
characterized by a velocity and acceleration gradient of zero.
Importantly, the end of the first segment smoothly transitions
into the beginning of the subsequent one. Likewise, the end
of the middle segment seamlessly connects to the start of the
final segment, ensuring a continuous and uniform trajectory
in both velocity and acceleration.

Based on the conditions and constraints of the three
trajectory segments, the following relationships are deduced,
where X, signifies the k-th interpolation point of the j-th
joint, with k = 1,2, 3, 4.

X1 = ajio0
X]‘l :ajll =0 . (9)

le = 2aj12 =0

3
Xj2 = o @Gjimt" = ajo0

o 3 m—1 __
Xjo = ey Majimt"™ " = ajn

Xj2 = 22:2 m (m — ].) ajlmti"ﬂ = 2aj22

(10)

5
Xj3 =2 o Gj2mts" = a;30

5 m—1
Xz = Zm:l Majomly = a;31

ng = an:2 m (m — 1) anmt;n—Q = 20,]‘32

Y

Given the four known interpolation points of the trajectory,
it is necessary to exclude both the velocity and acceleration
terms from the formula due to their unknown values. Con-
sequently, the coefficient matrix is structured as follows:

[(#3 41 0 0 0 0 0 —-10 0 0 O
3226, 10 0 0 0 0 -10 0 0 0 O
6.6 2 00 0 0 0-20 0 0 0 0 O
0 000 ¢ t3 3t ¢t 1 0 0 0 -1
0 0 00 5t3 43 3t22t,b, 1 0 0 0 —1 0
0 0 0020t312t36t, 2 0 0 0 —2 0 O
{0 0000 0 00 0 0 # #t3 1
A700000000003t§2t310 (12)
0 0000 O OO OTOG6t3 2 0 O
00010 O OOOOUOOOO
0 6100 O OOOTOUOOT OO
01000 O OOOOUOUOOO
0o 0000 O OOOTOUOTUOO1
L0 0000 0 0 0 0 1 0 0 0 0]
The matrix of polynomial coefficients is:
T
a=[aj ajo aj3]" (13)
where,
T
a1 = {%‘13 aj12 Aj11 Cljlo]
a2 = [%’25 Aj24 @523 Aj522 G521 anO] (14)
T
a;3 = {%‘33 ;32 Aj31 aj30]
The joint angle can be articulated as follows:
T
B:[000000Xj400Xj100Xj3Xj2] . (15)

The specific configuration of the 3-5-3 piecewise poly-
nomial is derived from @ = A~ - B, so as to obtain the
joint angle, angular velocity, and angular acceleration of the
manipulator at each moment.

B. Trajectory optimization strategy based on WSO

While the 3-5-3 polynomial interpolation facilitates the
generation of a smooth trajectory, it inherently restricts the
manipulator to a fixed operational timeframe. To enhance
the operational efficiency of the SRL, enabling it to navigate
waypoints more quickly, it is essential to optimize the time
allocations of the three segments inherent to the 3-5-3
polynomial interpolation. The WSO, noted for its exceptional
local search capability, is employed for this purpose [35].
The algorithm primarily consists of four phases: 1) Rapid
movement toward the target; 2) Encirclement of the optimal
target; 3) Accurate navigation to the best attack position; 4)
Grouping behavior as observed in fish. The equations below
provide the mathematical basis for this algorithm.

i i i Vin i
V1 = M |:Vm +h (wgbcsl,,( - wm) x c1+ ha <U7best - wm,> X 62:| . (16)

Where ¢ = 1,2,...n indicates the population of white
sharks with a quantity of n; m represents the iteration count;
vt and w!, refer to the velocity and position vectors of the
i-th white shark in the m-th iteration, respectively; wgpest,,
denotes the globally best position vector achieved by all
white sharks up to the m-th step; c¢; and cy are two coeffi-
cients generated randomly within the interval [0,1]; h; and
hy signify the forces exerted by the white shark controlling
Wgbest,, and wgét on wfn, and g is a contraction factor
proposed in WSO to evaluate the convergence tendency of

the algorithm.
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The following equation captures the complex behavior of
white sharks as they encircle their prey:

rand < muv a7

i Juh e wotu-a+1-b;
W41 = )
rand > muv

Wy, + V[ [
where — is the negation operator; & denotes the bitwise XOR
operation; a and b are one-dimensional binary vectors; [ and
u signify the lower and upper bounds of the search space,
respectively. wy is a logical vector; f denotes the frequency
of wave motion for the white shark; rand is a random
number within the range [0,1]. muv indicates the composite
intensity of the auditory and olfactory sensations of the white
shark as it approaches its prey, significantly influencing the
shark’s search strategy: notably, lower values favor localized
searches, while higher values encourage a broader, global
search.

Upon identifying the target, the white shark adjusts its
trajectory towards the optimal attack position:

u'fin+1 = Wypest,, + d1 Dy, sgn(dy — 0.5);  d3 < sn, (18)

where sgn(e) takes a value of 1 or -1 to change the search
direction; dy, do, d3 are random numbers from O to 1; l_jw
represents the distance between the prey and the white shark;
sp, indicates the olfactory and visual intensity from other
white sharks when tracking and approaching the optimal
prey.

To mathematically simulate the collective behavior of the
white shark population, the two previous best solutions are
retained. These positions then guide the spatial updates of
their counterparts:

% =t
wm + wm+1
2 X rand

i

Wyy1 = (19)

On this basis, this paper proposes an Improved White
Shark Optimization (I-WSO) algorithm, which introduces a
function variation tolerance parameter, A;,;, to represent the
desired accuracy level for the fitness function. During each
iteration, after calculating the current white shark’s global
optimal position vector wgpest,,, the change Ay from its
previous iteration’s global best position vector wgpest,, , 18
computed to verify whether the accuracy requirement has
been met. Ay;, is defined as follows:

Afit = |wgbestm - wgbestm_1| . (20)

By comparing the magnitudes of Ayf;; and Ay, if the
former is smaller, it indicates stagnation in the current
Wgbest,,- The algorithm evaluates wgpest,, for stagnation at
each iteration. To improve algorithm performance, the search
concludes under any of the following conditions:

o If stagnation of wgpese,, occurs for Cypp consecutive
iterations without reaching the maximum iteration limit,
the search is terminated. Here, Cs:,, represents the
maximum allowed stagnation periods.

o The search ends upon reaching the maximum iteration
count.

To briefly summarize the comprehensive procedure of the
polynomial interpolation trajectory optimization strategy for
SRL based on WSO, it can be outlined as follows:

Step 1: Initialize the parameters of WSO, including the
population’s dimensions Dim, the number of white sharks

N, the maximum iteration count /tery,,x, white shark posi-
tions w, and velocities v.

Step 2: Assess the objective function by calculating the
fitness of each individual white shark. Concurrently, verify
if the velocities of the SRL joints satisfy the constraints.
If consistent, the fitness value of the current white shark is
determined, alongside both the current optimal white shark
position and the objective function’s minimal value.

Step 3: Undertake positional updates for the white sharks,
calculate the fitness of each updated white shark, and
compare it with the objective function’s minimal value. If
reduced, the minimum value is replaced with this new fitness
metric.

Algorithm 1 A pseudo code summarizing the iterative
optimization process of [-WSO

1: Initialize the parameters of the problem and I-WSO
2: Initialize the population of whales with random positions
and velocities

3: Evaluate the position of the initial population

4: while m < Iterpa.x do

5 Update the related parameters

6: while ¢ < Cypp do

7 for i =1 to n do

8 f(t) =min 377 o(tj1 +tj2 + t53)

9 if |g; ()] < Ajmax, [45 ()] < Vimax,
|G (£)] < Wjmax then

10: Obtain current fitness value and position
11: anH =pu an +h Webest,,, — wfn X C1
+hso (wﬁ;t — wfn) X cz]

12: end if

13: end for

14: for i =1 to n do

15: if rand < mv then

16: wh o =wi o Bwytu-at+l-b

17: else

16 Whoyy = wh, + 6/

19: end if

20: end for

21: for i =1ton do

22: if rand < s,, then

23: 5w = |r0md X (wgbestm — wfn)|

24: if : == 1 then

25: lﬁ:n+1 = Wgbest,, + dlﬁq[} sgn(dz — 05)

26: else

27: u‘)’fn“ = Wybest,, + d1 Dy, sgn(dz — 0.5)

28: wer+1 = %

29: Af1',t = |Wgbest,, — Wgbest,y_1 |

30: end if

31: end if

32: end for

33: Adjust the position of the white sharks that
proceed beyond the boundary

34: Evaluate and update the new positions

35: c=c+1lm=m+1

36: end while

37: end while
38: Return the optimal solution obtained so far
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Step 4: Conduct a verification to ascertain if the iteration
has reached its maximum stagnation or maximum iteration
count. If either of these conditions is met, terminate the
iteration and output the objective function’s minimal value.

The pseudo-code of I-WSO is presented as Algorithm 1.

IV. SIMULATION RESULTS AND DISCUSSION

This section is dedicated to evaluating the effectiveness of
the proposed trajectory optimization strategy. This evaluation
is achieved by comparing its performance in co-simulation
scenarios with existing algorithms. These simulations were
conducted using the CoppeliaSim and MATLAB platforms.

A. Polynomial interpolation algorithm simulation

To validate the robustness of the 3-5-3 polynomial inter-
polation methodology, a series of simulations was conducted
within the MATLAB environment. These simulations cov-
ered three interpolation strategies: cubic polynomial interpo-
lation, quintic polynomial interpolation, and the 3-5-3 seg-
mented polynomial interpolation. The primary objective was
to perform a comparative analysis assessing the operational
advantages of each method.

The initial and terminal coordinates of the SRL were des-
ignated as (0.407, 0.125, 0.784) and (0.845, -0.132, 0.078),
respectively, with interpolation points located at (0.413,
0.125, 0.782) and (0.846, -0.129, 0.085). Through inverse
kinematics, the joint angles corresponding to the SRL’s
four interpolation points were meticulously derived and are
detailed in Table II. Furthermore, the motion constraints
applied to the SRL are outlined in Table III.

Fig.4 graphically illustrates the orientation of the SRL
across the trajectory’s four interpolation points. Based on a
predetermined motion duration of 6s, three trajectory plans
were developed: one employing cubic polynomial interpola-
tion, another using quintic polynomial interpolation, and the
last implementing the 3-5-3 piecewise polynomial interpola-
tion. The resultant data includes variations in joint angles,
angular velocities, and angular accelerations, in addition to
the position, velocity, and acceleration of the end-effector.
These exhaustive results are showcased across Fig.5 through
Fig.10.

TABLE II
JOINT ANGLES OF THE INTERPOLATION POINT (rad).

Joint 5 Joint 6

0.2618 0

0.2577 0.0055
-0.2573 0.6921
-0.2618 0.6981

Joint 3 Joint 4

0.5236 -0.3491
0.5174 -0.3443
-0.2550 0.2565
-0.2618 0.2618

Joint 1 Joint 2

Starting point 0.3491 -1.3963
Interpolation point 1 0.3450 -1.3839
Interpolation point 2 -0.1700 0.1610
-0.1745 0.1745

Trajectory point

End point

TABLE III
KINEMATIC CONSTRAINTS OF EACH JOINT.

Variate Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6
P(rad) 0.698 0.698 0.698 0.698 0.698 0.698
V(rad/s) 1.396 1.396 1.396 1.396 1.396 1.396
V(rad/s) 1.396 1.396 1.396 1.396 1.396 1.396

1 el 1 oL
05 ¢ O-J o
|
N O N 0
05 -O.J
|

<
i
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(c) Interpolation point 2 pose (d) End point pose

Fig. 4. Four interpolation point poses of SRL.

The analysis highlighted distinct operational character-
istics associated with each interpolation method. Notably,
cubic polynomial interpolation was found to cause abrupt
changes in acceleration, potentially harming the manipu-
lator’s motor systems. On the other hand, while quintic
polynomial interpolation promised continuous accelerations
without sudden shifts, it occasionally resulted in excessive
acceleration magnitudes. In contrast, the 3-5-3 piecewise
polynomial interpolation was exemplary, offering smooth
trajectories devoid of abrupt changes, thus establishing itself
as the superior option among the evaluated methods.

These results collectively affirm the superiority of the
3-5-3 polynomial interpolation in trajectory planning. This
method not only ensures continuity and stability but also
protects the trajectory from unexpected disturbances, thereby
enhancing the fluidity, safety, and efficiency of SRL’s motion.

B. Time-optimal trajectory planning algorithm simulation

To ensure a comprehensive and unbiased evaluation, the
following four distinct optimization algorithms were em-
ployed for comparative analysis, with uniform parameters
consistently applied across all algorithms:

e The proposed Improved White Shark Optimization
(I-WSO) algorithm, which encapsulates the concept of
function variation tolerance.

o The classical White Shark Optimization (WSO) al-
gorithm was adopted for comparison.

o The Improved Particle Swarm Optimization (I-PSO)
algorithm was employed for its comparative evaluation.

o The Dingo Optimization Algorithm (DOA) was as-
similated for analysis.

These simulations were conducted using MATLAB and
CoppeliaSim platforms, as depicted in Fig.11. The primary
objective was to verify the effectiveness of trajectory opti-
mization for a single joint.
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Fig. 5. Joint angle change of SRL.
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Fig. 11. Co-simulation of MATLAB and CoppeliaSim.

Parameter Settings: The angle interpolation points for
the single joint are defined as (-1.2418, -0.8012, -0.4126,
-0.5359)rad, with a maximum joint angular velocity of
1.396rad/s. The basic parameters set for all four algorithms
include: population size N = 30, maximum iteration count
Itery,x = 1000, population dimensions Dim = 3, and
initial best fitness gBest = 50. Table IV offers a compre-
hensive summary of the specific configurations relevant to
the algorithmic parameters.

TABLE IV
ALGORITHM PARAMETERS.

Algorithm Parameter setting Parameter names

Sfmax = 0.75 Maximum frequency of wave motion
Sonin = 0.07 Minimum frequency of wave motion
WSO T=4.11 Coefficient of acceleration
hmin = 0.5 White shark initial velocity
Pmax = 1.5 White shark subordinate velocity
Sfmax = 0.75 Maximum frequency of wave motion
Sfmin = 0.07 Minimum frequency of wave motion
T=4.11 Coefficient of acceleration
LWSO Amin = 0.5 White shark initial velocity
Amax = 1.5 White shark subordinate velocity
C=0 Initial value of the counter
Cstop = 30 Maximum value of the counter
Ay = 0.001 Function variation tolerance
Cimin = 0.02 Minimum self-learning factor
Cimax = 0.05 Maximum self-learning factor
LPSO Comin = 0.02 Minimum social factors
Comax = 0.05 Maximum social factors
Wipin = 0.3 Minimum inertia weight
Wmax = 0.9 Maximum inertia weight
P=05 Probability of hunt strategy
DOA Q=07 Probability of group attack strategy
Npin = 2 Minimum number of dingo attacks

TABLE V
RESULTS OF OPTIMIZATION OF FOUR ALGORITHMS.

Algorithm I-WSO  I-PSO WSO DOA
Optimization results (s)  4.6597 64112  4.6592  4.9355
Program running time(s)  0.1873  0.1521  0.8338  0.9636

Aiming to refine the joint angle trajectory across the four
optimization algorithms, the iterative count was limited to
10. Evaluation metrics focused on the optimal value of time
optimization for the motion trajectory and the computational
runtime of the program. The average values of these metrics
are presented in Table V. Concurrently, Fig.12 displays the
optimization results and program runtime curves for the four
algorithms.

Meticulous analysis of the comparative data reveals that
both the I-WSO and WSO algorithms demonstrate similar
optimization outcomes. However, they significantly surpass
the DOA’s performance and markedly outperform the I-PSO,
resulting in a noticeable reduction in trajectory execution
time. Furthermore, it is evident that both the I-WSO and I-
PSO achieve substantial reductions in computational runtime,
distinctly outperforming the temporal metrics associated with
the other two algorithmic alternatives. These enhancements
significantly improve the responsiveness of the SRL system.
Consequently, it is evident that trajectory planning using the
I-WSO algorithm is not only effective for time optimization
but also exhibits superior performance metrics compared to
the I-PSO, WSO, and DOA algorithms.

Expanding the analysis to a 6-degree-of-freedom SRL and
adhering to the 3-5-3 piecewise polynomial interpolation
trajectory planning (with consistent simulation constraints
and settings as previously outlined), the I-WSO algorithm
was utilized for time-optimal trajectory planning of the SRL.
Fig.13 illustrates the end-effector trajectory of the SRL as
visualized in CoppeliaSim and MATLAB. The temporal
variation profiles of joint angles, angular velocities, and
angular accelerations are depicted in Fig.14. Additionally,
Fig.15 shows the variation curves of end-effector positions,
velocities, and accelerations over the same time frame.

The data demonstrates that the implementation of the I-
WSO has significantly enhanced the efficacy of the manip-
ulator’s joint space motion trajectory. There is a notable
reduction in the motion time of the SRL, from 6 sec-
onds to just 2.42 seconds, resulting in an improvement in
overall efficiency by 59.7%. This significant improvement
is crucial in increasing the operational productivity of the
SRL. Moreover, the motion trajectories for each joint of the
SRL are characterized by a continuous and smooth profile,
free from any abrupt changes. This guarantees a seamless
trajectory for both the joint angles and the end-effector
motion, while complying with the predetermined constraints.
The advanced trajectory optimization facilitated by the I-
WSO algorithm further enhances the SRL’s ability to follow
the predetermined path with both stability and precision.
These outcomes unequivocally highlight the efficacy and
potential of the I-WSO algorithm in trajectory optimization.

V. CONCLUSION

This article introduces a time-optimal 3-5-3 piecewise
polynomial interpolation trajectory optimization strategy sup-
ported by the WSO algorithm. The study focuses on the
6-degree-of-freedom SRL, incorporating auxiliary joints to
mitigate coordinate offsets arising from its distinctive spatial
architecture. Leveraging the WSO’s simplicity and easy
parameter adjustment, along with the SRL’s kinematic con-
straints, this method balances the complexities of higher-
order polynomial calculations, resulting in optimized trajec-
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Fig. 13. Trajectory of the end-effector of SRL in CoppeliaSim and MATLAB.
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Fig. 15. Variation curves of end-effector position, velocity, and acceleration
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tory planning in joint space. Comparative simulation experi-
ments have highlighted the method’s benefits in terms of time
efficiency and operational smoothness, offering an effective
approach for real-world trajectory design and execution in
the SRL with considerable practical implications.

Future research could extend the proposed algorithmic
framework to include capabilities such as adeptly avoid-
ing obstacles and coordinating multiple limbs in trajectory
optimization for the SRL. These advancements promise to
significantly enhance the effectiveness and real-world utility
of SRL trajectory planning.

APPENDIX

The homogeneous transformation matrix of the SRL’s end
effector relative to its base is provided:

Ng Oy Ay Px
Ny Oy QG
0T = {7 AT BT AT AT ET 4T = | v )

Ny 0z Gz P2

0 001
Each element of the matrix is defined accordingly:

Ny = Se(Cas1 + Sac1C23) — 6(55(5154 — caciCa3) — C5C1523)
ny = c6(s5(c154 + cas1¢23) + €551523) — Se(c154 — S451C23)
N, = c(CsCa3 — C455523) — 5456523

0z = cg(Cas1 + Sac1023) + S6(55(5154 — cacica3) — C5€1523)

oy = —cg(c1c4 — Sa51C23) — S6(s5(c184 + cas1C23) + €551523)
0. = —56(C5C23 — C455523) — 54C6523

Gy = —C5 (8184 — €4C1C23) — S5€1823

ay = cs(C154 + €451C23) — 5551523

Ay = —85C23 — C4C5523

Pz = c1(ag + azca — assz + (ds — drss)s23+

(a5 + agcq + arcqcs)cas) — (ag + dr)s184

Py = s1(dsS23 + ascaz + a2 + azca — ags2)+

ag(c184 + cas1c23) + dr(cs(c184 + c481823) — S551523)

P, = dy — asco — azsy + (ds — dr)cas — (as + drcacs + agca)sas

In the above expression, for the sake of brevity, let sy =
sin#y, ¢; = cos by, cog = cos(0z + 03), seg = sin(f2 + 03)
and similarly for the others.

(1) Joint Angle 64

91 = AtanQ(Al,Bl), (22)

where Ay = p, — doay, B1 = py — doag.
(2) Joint Angle 65

0y = Atan2(Ay, By) — Atan2(K,+4/A3 + B3 — K?), (23)

where,

A2 = k1a3 — k2a4

B2 = 7](11@4 — kgag

k1 = pyc1 + pys1 — aydrsy — agdrer — as (24)
ka =p. —di —a.dy

ki 4+ k3 + a3 +af —af —d?

N 2

K

(3) Joint Angle 65

03 = Atan2(As, Bs) — Atan2(L,+4/A3 + B — L?). (25)

In equation,

A3 = azas — asds

B3 = —(asds + asas)

B d-d-d-d
2

(26)

(4) Joint Angle 05

95 = Atan 2(:|:A5, B5), (27)
where,
As = —sa3(azc1 + ays1) — casa,
Bs = \/k3 + k3 28)

ks = caz(azci + ays1) — sa23a.
ks = ayc1 — azsy
(5) Joint Angle 6,
When ¢ = 0, 05 = 7, the manipulator falls into

singularity, leading to the inability to determine 64, while
cs # 0, 05 # Z., it is possible to calculate 6.

94 = A tan 2(A4, B4), (29)
where,
A4 _ AyCl — Qg S1
Cs
B, — co3(azC1 + ays1) — Sa3a, - (30)
=
Cs

(6) Joint Angle 8¢

0 = Atan2(As, Bs) — Atan 2(N, +1/A2 + B2 — N?), (31)

where, Ag = —0,, Bg = n,, N = 59354.

During the computational process, the expression for the
inverse solution includes both positive and negative determi-
nants, indicating the possibility of two potential values for
the joint angles. As a result, the SRL can adopt eight distinct
sets of inverse solution configurations.
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