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where, R, C/, R, and C, are RC model parameters,
At 1s the sampling time in seconds, W, 1is the noise
parameter, and ¥} is the voltage of R, ¥, isthe voltage
of R,. The parameters 7, and 7, are the time constants
of the RC network, which are equal to , =R, and
T, = R,C,.

C. Principles of Kalman Filtering

The KF algorithm is a generalized algorithm for
estimating system parameters. The KF can be thought of as
a black box. The KF has an input and an output. The input
is inaccurate measurements that are noisy. Outputs are
more accurate, and estimates are less noisy. The estimates
can be unmeasured or uncbserved system state parameters.
Similarly, the KF can estimate unobserved or unmeasured
system parameters. KI algorithm linear discrete system
equations of state and observed equations are:

x, =Ax,_ +Bu_+w, (20)

where X, denotes the value of the system state variable
X attime point k, 4 represents the state transfer matrix
from time point k-1 to the state variable X at time point k,
B signifies the control input matrix for the control vector
#, , and w, refers to the system noise vector with a

covariance matrix ¢, that is conventionally distributed as
w ~N(O0G,).

y,=Cx, +Du_+v, 21)

where ¥, denotes the value of the output variable of the
system at time point k, and %, represents the input to the
system. Furthermore, € signifies the output matrix and
D 1s the feed-forward matrix. ¥, 1s the observation noise
vector whose covariance matrix &, is usually distributed,
v,~N(O.R,) . KF is mainly divided into two processes:
prediction and update. Based on the state and error
covariance matrix at time point k, the prediction of the state
and error covariance matrix at time point &+1 is computed
as follows:

(22)
P, =APA+0, (23)
K, = By CT (CBL,CT+R,) 24)
i1 = S+ K (30— i) (25)
B =(I-KC)F, (26)

D. FExtended Kalman Filter Algorithm

The KF is suitable for linear systems, and nonlinear
systems can be handled by the EKF. The EKF takes
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nonlinear systems by linearizing them and generating state
estimates, this process is illustrated in Eq. (27)-(28).

Xpe1 — f(x;c, U, )+ Wy 27

Yy :g(xk’uk)+vk (28)

where, W, is the process noise of the system with
covariance ¢, ., O, =FE(ww.) , and v, is the
observation noise of the system with covariance &, |
R, =Ewy]) , both of which follow normal distribution
and are independent, w, ~N{0,Q,) , v, ~N(OR,) .
fx.1) is the state transfer matrix function, and

glx,, 1) is the measurement matrix function. Linear
SFlxu,) and g(x..4,) to obtain:
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the linearized nonlinear system can be expressed as:

Setting A, =

xp=%; E]

X wAkxkv{f(f,uk)—Akxk]-l-wk 3

Y, 2 Cx, +[8 (x’\>uk)7c}cx}c]+vk (32)

The steps of EKF are as follows:

X, =E [xo] (33)

P, = E[(x, - £,)(x, - %,)"] (34)
X = f(;c:cv”k) (35)

P =APAT+O, (36)

K, =P .CIC.P,CI+R)" (37
Yo = TK D -8 u,)] (38)
P, =(I-K,C)P, (39)

The EKF algorithm 1s similar to the KF algorithm in that
the optimal estimate of the state variable for the next
moment is obtained by predicting the previous moment's
estimate and then correcting it with the observed data.

E. Adaptive Extended Kalman Filter Algorithm

The AEKF algorithm, an advanced iteration of the EKF,
addresses the challenge of covarniance accuracy in state and
observation equations that can impact estimation precision.
It utilizes a covariance matching approach to dynamically
adjust the K, and ¢, covariance matrices as
measurements evolve over time, thereby optimizing the
prediction of state variables.
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