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Abstract—One of the primary applications of machine vision 

is automating the visual inspection of industrial products. 
Significant advancements have been made in the development of 
the technology. However, the inspection for certain difficult-to-
detect defects (such as shallow concave defects on glossy 
surfaces) has not yet been automated. However, visual 
inspectors know from experience that slight irregularities are 
easier to perceive when the viewpoint is held just above the 
surface. This study analyzes the effect of this “just above the 
surface view” on the visualization of defects through optical 
simulation analysis. Additionally, it clarifies that a lower 
viewpoint is not always optimal, depending on the degree of 
inclination of the defect surface. The new findings presented in 
this paper can contribute to the optimal design of the optical 
system of a visual inspection system. 
 

Index Terms—automated surface inspection, image detection, 
optical simulation, visibility 
 

I. INTRODUCTION 
UTOMATED surface inspection using machine vision 
is an important task in the manufacturing industry. 

Surface inspection covers the surfaces of various materials 
such as metals, plastics, and ceramics. The process entails the 
detection of several types of defects, such as irregularities 
(concave and convex), stains, and abrasions. Many studies 
have been conducted to optimize inspection methods for 
specific materials, surface shapes, and defect types [1]–[4]. 
This study focuses on the automatic inspection for uneven 
defects on glossy surfaces such as polished metals and 
painted surfaces. 

The image detection method for irregular defects (concave 
and convex) is based on the fact that the normal direction of 
the surface of an irregular defect is significantly different 
from that of the surrounding normal surface. In this method, 
the manner in which the test surfaces are illuminated with 
light is important, and there are two main methods: dark-field 
illumination and bright-field illumination. Dark-field 
illumination is a method in which the camera and light source 
are arranged such that the specular reflection of the light 
source on the normal surface of the object falls outside the 
field of view of the camera (Fig. 1). In this case, defect 
detection constituted image detection using the light reflected 
by irregular defects. It is necessary to find a way to prevent 
the light reflected by normal surfaces from entering the field 
of view of the camera, and an optical system that masks the 
specular reflected light was proposed in [5].  

 
 
 

 

Bright-field illumination is the opposite of dark-field 
illumination, in which light reflected from a normal surface 
enters the field of view of the camera. Consequently, the light 
reflected from the defect was not captured by the camera 
because the normal direction of the defect area was different 
from that of the surrounding area, and the image of the defect 
was darker than that of the surrounding area, thus enabling 
defect detection (Fig. 2). Dark-field illumination allows the 
camera to capture the light reflected by part of the defect, 
whereas bright-field illumination has many applications 
because it is easier to obtain the overall shape of the defect. 
However, simply increasing the size of the light source to 
inspect a large area makes it difficult to detect defects (see the 
caption in Fig. 2). Therefore, systems have been developed to 
scan objects without increasing the size of the light source 
while moving the object [6] or moving the camera and light 
source set [7]. Alternatively, structured light, such as striped 
patterns, can be used instead of a uniform light source. The 
light source can be extended because the pattern distortion 
that occurs in the defect area can be detected. Many studies 
have been conducted on defect detection using this method, 
including those that employed wavelets [8]–[10], structured 
functions [11], and feature extraction using deep neural 
networks (DNN) [12]. In addition, phase-measuring 
deflectometry (PMD), a technique that uses structured light 
to measure the surface topography in three dimensions (3D), 
has been investigated for defect detection [13],[14]. 

However, the automatic detection of very shallow 
concavities remains challenging. However, visual inspectors 
know from experience that slight irregularities are easier to 
observe when the viewpoint is held just above the surface, as 
shown in Fig. 4. Equation (1) is the Beckmann–Spizzichino 
roughness parameter g [15], which expresses the roughness 
of an object surface; the smaller the value, the more specular 
the surface. 

𝑔𝑔 = �4𝜋𝜋𝜋𝜋 (cos𝜃𝜃𝑖𝑖+cos𝜃𝜃𝑟𝑟)
𝜆𝜆

�
2
            (1) 

where 𝜋𝜋 , 𝜆𝜆 , 𝜃𝜃𝑖𝑖 , and 𝜃𝜃𝑟𝑟  are the standard deviation of the 
amount of irregularity (µm), the wavelength of the incident 
light (µm), the angle between the incident ray and the normal, 
and the angle between the reflected ray and the normal, 
respectively. From (1), assuming that 𝜋𝜋 and 𝜆𝜆 are constant, 
the closer 𝜃𝜃𝑖𝑖  and 𝜃𝜃𝑟𝑟  are to π/2, the higher the specular 
reflectance. The effect of the “looking from just above the 
surface” is thought to be because of the increased reflectivity 
of surfaces, which makes it easier to detect slight 
irregularities in reflectance [16]. Images of a specular surface 
with a slight concave defect captured from two different 
viewpoints under bright-field illumination using a stripe-
pattern light source are shown in Fig. 5. As mentioned above, 
the figure shows that the stripe pattern is more visible in the 
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“looking from just above the surface” case than in the other 
case. Not only that, but in the “looking just above the surface” 
case, the pattern distortion caused by the concavity appears to 
be greater in the image. This phenomenon is expected to be 
useful in the design of optical systems for automatic 
inspection equipment. 

This study addresses the following research questions that 
arose while automating the visual inspection of slight 
concaves that occur during the press forming of mirror-
finished press-formed products. 
• Is defect visualization by “looking from just above the 
surface” always effective regardless of surface curvature or 
defect size? 

• Is a lower viewpoint height from the surface more 
effective for visualizing defects? 

This study provides answers to these questions using an 
optical simulation method for bright-field illumination with a 
stripe-pattern light source. 

Several optical simulations for the optimal design of stripe-
pattern light-surface measurement systems have been 
reported in previous studies. In [17], the optimal width of the 
stripe for visualizing unevenness was analyzed using an 
optical simulation. A simulation analysis of the optimal 
design of the optics in a PMD was conducted [18]. In [19], 
curved stripe patterns were analyzed via simulation to extend 
the inspection range of the PMD. The distinctive feature of 
this study is that it does not analyze stripe patterns but 
clarifies the relationship between the height of the camera 
from the surface and the visibility of defects. 

The main contributions of the study are as follows: 
• We reveal that the optimal viewpoint height for visualizing 
defects caused by stripe-pattern distortion depends on the 
degree of defect inclination. 

• It has been found that the height of the viewpoint that is 
suitable for visualization tends to be the same regardless of 
whether the object is flat or curved. 

• Shallow defects are difficult to visualize, but “looking 
from just above the surface” was found to be the most 
effective visualization method for shallow defects. 

The remainder of this paper is organized as follows. 
Section Ⅱ describes the ray-tracing method for bright-field 
illumination using a stripe-pattern light source. The results of 
the simulation are presented in Section Ⅲ. In Section Ⅳ, the 
effects of viewpoint height are discussed. Section Ⅴ 
concludes the paper and provides directions for future 
research. 

  

 
Fig. 1  Dark-field illumination. 

 
Fig. 2  Bright-field illumination. The single dotted line represents part of the 
light source when extended; when extended in this way, the defect is not 
visible because the defect also reflects light from the light source towards the 
camera. 
 

 
Fig. 3  Bright-field illumination using structured-light source. 
 

 
Fig. 4  Visual inspection by “looking from just above the surface.” 

 

 
Fig. 5  (Left) Image taken with the camera’s viewpoint set to “just above the 
surface.” At the back is a stripe-pattern light source. (Right) Image of the 
same object when the angle between the camera’s line of sight and the normal 
is set to almost zero. 

II. METHOD 
This section describes the optical simulation and defect 

visibility evaluation methods used to address the research 
questions. 
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A. Optical simulation 
The striped-pattern light source, test surface, and camera 

were arranged to enable bright-field illumination, as shown 
in Fig. 6. To simulate a situation in which defects are detected 
by an experienced inspector through an examination of the 
surface from a specific gazing point, the center point of one 
concave defect was placed at a designated gazing point on the 
optical axis of the camera.  

The shape of the defect was represented by a two-
dimensional Gaussian function in accordance with a previous 
study on the simulation of concave defect visualization [17]. 
Introducing a coordinate system with this center point as the 
origin and the plane containing the optical axis and the 
normal of the light source as the yz plane (Fig. 6), the defect 
is represented by (2). 

𝑦𝑦 = −𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒
−12(𝑚𝑚,   𝑧𝑧)�𝜎𝜎𝑥𝑥

2 𝜎𝜎𝑥𝑥𝑥𝑥
𝜎𝜎𝑥𝑥𝑥𝑥 𝜎𝜎𝑥𝑥2

�
−1

(𝑚𝑚,   𝑧𝑧)T
,       (2) 

where 𝜋𝜋𝑚𝑚2 and 𝜋𝜋𝑧𝑧2 are the variances, 𝜋𝜋𝑚𝑚𝑧𝑧 and 𝜋𝜋𝑧𝑧𝑚𝑚 are the 
covariances, and 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum defect depth. In the 
experiment, however, equal variances (𝜋𝜋𝑚𝑚2 = 𝜋𝜋𝑧𝑧2 = 𝜋𝜋2, 
𝜋𝜋𝑚𝑚𝑧𝑧 = 𝜋𝜋𝑧𝑧𝑚𝑚 = 0) were assumed. 

The shape of the test surface is expressed in the form of 
(3) such that flat and free-form surfaces can be represented. 
𝑦𝑦 = 𝑓𝑓(𝑥𝑥, 𝑧𝑧)                  (3) 
Thus, the sum of equations (2) and (3) represents the test 
surface containing the defect. 

Camera images were simulated using backward ray tracing 
[20]. Specifically, the camera was a pinhole model, and when 
a ray connecting a pixel of the image sensor and the principal 
point reached the light source by specular reflection on the 
test surface, the brightness at the point of arrival was used as 
the pixel density. The brightness distribution of the striped 
pattern of the light source was approximated using a Gaussian 
distribution. The Blinn–Phong reflection model [21] was 
used to model the specular reflections on the surface. It was 
assumed that there was a blackout curtain in the background 
of the light source and that the rays that strayed from the light 
source reached the curtain. An example of the simulation 
results when the test surface was flat is shown in Fig. 7. 

 

 
Fig. 6  Overview of the simulation model. 

 
 
 

 
Fig. 7  Example of simulated camera image. Deformation of the striped 
pattern indicates a defect. 

B. Defect visibility evaluation method 
This subsection describes the method for evaluating the 

visibility of defects in defect images obtained via optical 
simulation. Because defects are visualized by the distortion 
of the stripe pattern image, the difference between the stripe 
pattern images of a defect-free surface (i.e., 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0) and a 
surface with a concave defect was used to evaluate defect 
visibility. The evaluation procedure was as follows: 
Step 1) Set 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑦𝑦 to 0. 
Step 2) The simulator generates images with and without a 
defect. 
Step 3) Binarize both images to extract the contours of the 
stripe pattern and cut both sides of the contours at 
predetermined positions (see Fig. 8). 
Step 4) Overlap the two contour images by adjusting their 
positions. 
Step 5) Determine the maximum difference between the 
corresponding contours (see Fig. 9). 
Step 6) If the maximum difference is larger than 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑦𝑦, 
assign the maximum difference to 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑦𝑦. 
Step 7) Shift the striped pattern of the light source by a 
predetermined minute amount. The procedure ends when the 
total shift exceeds the wavelength of the striped pattern. 
Otherwise, return to Step 2. 

The 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑦𝑦  obtained above represents the maximum 
distortion of the striped pattern, and this value was used to 
evaluate the defect visibility. To confirm the validity of this 
evaluation value, two inspectors engaged in a visual 
inspection and were shown the defect images generated by 
the simulation and asked to rate the visibility of the defect. 
Because the results of this evaluation and the trend of the 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑦𝑦  values were consistent, this evaluation method 
was verified as valid and was applied to the experiments 
described in Section Ⅲ. 

 

 
Fig. 8  (Left) Images of a normal surface. (Right) Images of defects on the 
same surface. (From top to bottom) Original images, contour images, and 
contour images cut on both sides. 
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Fig. 9  RGB image of the two merged images in the lower portion of Fig. 8. 
The blue image shows the stripe-pattern contour reflected on normal surface 
and the red image shows the contour of the defective surface. The line where 
these two contours overlap is magenta. This figure shows a difference 
between corresponding contours. 

III. EXPERIMENTS 
First, we describe the setup of the simulation model used 

in the experiments. The positional relationship between the 
light source and the camera was determined as follows: With 
reference to study [17], 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005 𝑚𝑚𝑚𝑚  and 𝜋𝜋2 =
4.0 𝑚𝑚𝑚𝑚2 were assumed as the size of a shallow defect that is 
difficult to visualize, and a positional relationship where this 
defect can be well visualized with a camera of 1024 × 1024 
pixels (pixel pitch: 0.005 mm) with a lens with a focal length 
of 25 mm and a light source with a stripe spacing of 2.0 mm 
at an angle of 45° each was determined by using the 
simulation. The distances from the origin of the coordinate 
system to the principal points of the camera lens and light 
source were 175.6 mm and 256.0 mm, respectively. However, 
when the surface to be inspected was spherical, the stripe 
spacing of the light source was set as 10.0 mm to ensure the 
spacing of the reflected stripes. 

In the case of bright-field illumination, the relationship 
between the light source and camera is that of specular 
reflection. Therefore, for example, if the camera distance is 
changed, the defect can be visualized in the same manner as 
before the distance change by changing the overall size, 
including the stripe spacing, in proportion to the change. 
Therefore, we believe that the conclusions drawn from the 
results of the experiments performed on the positional 
relationship described here are general as they hold at 
different scales. 

In the simulation experiment, a defect was placed on each 
of the three test surfaces: a flat plate, a cylindrical surface 
(radius 70 mm), and a spherical surface (radius 70 mm), and 
the defect visibility evaluation was performed while changing 
the defect size and the angle of the camera’s line of sight (𝜃𝜃: 
see Fig. 6). The shift in Step 7 of the evaluation method was 
set to 0.25 mm. The analytical parameter settings for the 
simulations are listed in Table 1. 

For all combinations of the parameters listed in Table 1, 
the imaging was simulated on flat, cylindrical, and spherical 
surfaces, and the results were evaluated using the defect 
visibility evaluation method. The results for the flat, 
cylindrical, and spherical cases are shown in Fig. 10 to Fig. 
13, Fig. 14 to Fig. 17, and Fig. 18 to Fig. 21, respectively. Fig. 
10, 11, 14, 15, 18, and 19 show the images when the 
maximum difference was obtained by shifting the stripe 
pattern. 

 

Table 1  Analyzed parameters. 

𝜃𝜃 (degree) 85.0, 75.0, 65.0, 55.0, 45.0, 35.0, 25.0, 15.0, 5.0  

𝜋𝜋2 (mm2) 1.0, 4.0, 9.0, 16.0  
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 (mm) 0.003, 0.005  

 

 
Fig. 10  Images of the flat surface with a defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005. (Left to 
Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
 

 
Fig. 11  Images of the flat surface with a defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003. (Left to 
Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
 

 
Fig. 12  Relationship between 𝜃𝜃  and the maximum difference for flat 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005) of 𝜋𝜋2 = 1.0, 4.0, 9.0, and 16.0. 
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Fig. 13  Relationship between 𝜃𝜃  and the maximum difference for flat 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003) of 𝜋𝜋2 = 1.0, 4.0, 9.0, and 16.0. 
 

 
Fig. 14  Images of the cylindrical surface with defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005. (Left 
to Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
 

 
Fig. 15  Images of the cylindrical surface with defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003. (Left 
to Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
 

 
Fig. 16  Relationship between 𝜃𝜃 and the maximum difference for cylindrical 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005) of 𝜋𝜋2 = 1.0, 4.0, 9.0, and 16.0. 
 

 
Fig. 17  Relationship between 𝜃𝜃 and the maximum difference for cylindrical 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003) of 𝜋𝜋2 = 1.0, 4.0, 9.0 and, 16.0. 
 

 
Fig. 18  Images of the spherical surface with a defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005. (Left 
to Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
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Fig. 19  Images of the spherical surface with a defect of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003. (Left 
to Right) 𝜃𝜃 = 85.0, 45.0, 5.0. (Top to Bottom) 𝜋𝜋2 = 1.0, 4.0, 9.0, 16.0. 
 

 
Fig. 20  Relationship between 𝜃𝜃 and the maximum difference for spherical 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.005) of 𝜋𝜋2 = 1.0, 4.0, 9.0, and 16.0. 
 

 
Fig. 21  Relationship between 𝜃𝜃 and the maximum difference for spherical 
surfaces with a defect (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 0.003) of 𝜋𝜋2 = 1.0, 4.0, 9.0, and 16.0. 

IV. DISCUSSIONS 
When the test surface is a flat plate, comparing the line 

graphs of the same type in Fig. 12 and 13, the greater the 
defect depth (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚), the greater the distortion, that is, the 
more visible the defect. This is because the deeper the defect, 
the steeper the slope of the defect, and the greater the change 
in the normal direction, the greater the shift in the reflection 
direction. This is mostly true for cylindrical and spherical 
surfaces (Fig. 16 and 17, and Fig. 20 and 21). 

Next, the comparison between the line graphs of the 
different types in each figure (i.e. comparison between the 
different 𝜋𝜋2 ) shows that, overall, the larger the 𝜋𝜋2 , the 
smaller the distortion and the harder it is to see the defects. 
The reason for this is that, at constant depth, the larger the 𝜋𝜋2, 
the larger the diameter of the defect and therefore the sloping 
of the defect is more gradual. However, when the 𝜋𝜋2 is large 
(𝜋𝜋2 = 9.0, 16.0 ), the distortion increases as 𝜃𝜃  decreases, 
making the defect more visible. In other words, the effect of 
“looking from just above the surface” is apparent for defects 
with a gentle slope. 

On the other hand, for small values of 𝜋𝜋2 (𝜋𝜋2 = 1.0, 4.0), 
defects become less visible as 𝜃𝜃  becomes smaller. It can 
therefore be seen that “looking from just above the surface” 
is effective for defects with a gentle slope. Defects with a 
steep slope, on the other hand, are better seen from a high 
angle. The same is true for flat, cylindrical, or spherical 
surfaces. These are the answers to the research questions 
presented in Section I. 

The relationship between 𝜃𝜃 and 𝜋𝜋2 on defect visibility can 
be explained as follows: Fig. 22 and 23 show illustrations of 
the imaging of a concave defect with large and small 𝜋𝜋2 , 
respectively. The two lines of sight of the camera in each 
figure originate from two adjacent pixels on the image sensor. 
A pinhole lens was used. In each figure, the top plot 
represents “looking from just above the surface.”  
 

 
Fig. 22  Illustration of the imaging of a concave defect with a large diameter. 
The upper figure shows the case where 𝜃𝜃 is small and the lower one where 𝜃𝜃 
is large. 

 
As shown in Fig. 22, when 𝜋𝜋2  is large, the distance 

between the two points on the slope of the defect viewed by 
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the two lines of sight is greater for smaller 𝜃𝜃 (𝑑𝑑2 < 𝑑𝑑1 in the 
figure). As a result, the distortion of the stripe pattern is 
considered to be greater when 𝜃𝜃  is smaller because the 
difference in the normal direction of the two points is greater. 
On the other hand, Fig. 23 shows that when 𝜋𝜋2 is small, the 
smaller the value of 𝜃𝜃 , the smaller the distortion. This is 
because the smaller diameter of the defect reduces the number 
of lines of sight affected by the defect as 𝜃𝜃  is smaller. 
However, these hypotheses must be verified experimentally. 

 

 
Fig. 23  Illustration of the imaging of a concave defect with a small 
diameter. The upper figure shows the case where 𝜃𝜃 is small and the lower 
one where 𝜃𝜃 is large. 

V. CONCLUSION 
It is known from experience that when a person inspects a 

surface, it is easier to see slight irregularities by “looking 
from just above the surface.” This study confirmed the 
validity of this empirical knowledge through an optical 
simulation analysis of shallow concave defects. These results 
are general because they were confirmed on flat, cylindrical, 
and spherical surfaces, which are commonly found in 
industrial products. 

Future work includes experimental verification of the 
hypothetical mechanism described in the discussion. 
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